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SUMMARY  The performance of single-carrier (SC) transmission in a frequency-selective fading channel degrades due to a severe inter-symbol interference (ISI). Using frequency-domain equalization (FDE) based on the minimum mean square error (MMSE) criterion can improve the bit error rate (BER) performance of SC transmission. However, the residual ISI after FDE limits the performance improvement. In this paper, we propose a joint use of Tomlinson-Harashima precoding (THP) and FDE to remove the residual ISI. An approximate conditional BER analysis is presented for the given channel condition. The achievable average BER performance is evaluated by Monte-Carlo numerical computation method using the derived conditional BER. The BER analysis is confirmed by computer simulation. This paper is concluded in Sect. 5.

1. Introduction

In the next generation mobile communication systems, high speed and high quality data services are demanded [1]. If single-carrier (SC) transmission is used, its transmission performance significantly degrades due to inter-symbol interference (ISI) arising from severe frequency-selective fading channel [2]. It was shown that frequency-domain equalization (FDE) based on the minimum mean square error (MMSE) criterion can improve the bit error rate (BER) performance of SC transmission [3],[4]. However, due to the residual ISI after FDE, the BER performance is still far from the theoretical lower bound. Therefore, ISI cancellation techniques have been intensively studied [5]–[7]. Another way to remove the residual ISI is the application of Tomlinson-Harashima precoding (THP) [8],[9], which recently has been attracting attention [10]–[12]. In this paper, we propose a joint use of THP and FDE for SC transmission in a frequency-selective fading channel. The channel seen after FDE is called the equivalent channel. We try to use THP in order to remove the residual ISI after FDE. However, since the equivalent channel is characterized by a non-causal filter, THP cannot be directly applied. We apply QR-decomposition to transform the non-causal equivalent channel into a causal channel. With the perfect knowledge of the channel state information (CSI) at both the transmitter and the receiver, ISI can be perfectly removed by joint THP/FDE.

The reminder of this paper is organized as follows. Joint THP/FDE is described in Sect. 2. An approximate conditional BER analysis is presented for the given channel condition in Sect. 3. In Sect. 4, the achievable average BER performance in a frequency-selective fading channel is evaluated by Monte-Carlo numerical computation method using the derived conditional BER. The BER analysis is confirmed by computer simulation. This paper is concluded in Sect. 5.

2. Joint THP/FDE

The overall system model of SC transmission using joint THP/FDE is illustrated in Fig. 1. In this paper, CSI is assumed to be perfectly known at both the transmitter and the receiver. Furthermore, throughout this paper, the symbol-spaced discrete-time signal representation is used. The propagation channel is assumed to be an \( L \)-path frequency-selective fading channel. The channel impulse response is given by

\[
h(\tau) = \sum_{l=0}^{L-1} h_l \delta(\tau - \tau_l),
\]

where \( h_l \) and \( \tau_l \) are respectively the complex valued path gain with \( \sum_{l=0}^{L-1} |h_l|^2 = 1 \) and the time delay of the \( l \)-th path. We assume a symbol-spaced time delay; the \( l \)-th path time delay is \( l \) symbols, i.e., \( \tau_l = l \).

Before introducing THP, we discuss the case of FDE.
only. We consider three FDE weights based on equal gain (EQ) criterion, maximal ratio (MR) criterion, and the MMSE criterion. Then, we introduce the equivalent channel gain to discuss the residual ISI after FDE.

2.1 FDE and Residual ISI

At the transmitter, the data-modulated symbol sequence is divided into a sequence of data symbol block of \( N_c \) symbols each, where \( N_c \) is the size of fast Fourier transform (FFT). Each symbol block is transmitted after inserting the cyclic prefix into the guard interval (GI). The transmitted symbol block is received via a frequency-selective fading channel. The GI-removed received signal block can be expressed using the vector form as

\[
\mathbf{r} = [r(0), \ldots, r(N_c - 1)]^T = \sqrt{\frac{2E_s}{T_s}} \mathbf{h} \mathbf{s} + \mathbf{n},
\]

where \( E_s \) and \( T_s \) are respectively the transmit energy per symbol and the symbol duration, \( \mathbf{s} = [s(0), \ldots, s(N_c - 1)]^T \) is the data symbol block, \( \mathbf{h} \) is the \( N_c \times N_c \) channel matrix, and \( \mathbf{n} = [n(0), \ldots, n(N_c - 1)]^T \) is the noise vector. \( \mathbf{h} \) is given as

\[
\mathbf{h} = \begin{bmatrix}
    h_0 & 0 & \cdots & 0 & h_{L-1} & \cdots & h_1 \\
    \vdots & h_0 & \cdots & \cdots & \vdots & \cdots & \vdots \\
    \vdots & \vdots & \cdots & \cdots & \vdots & \cdots & \vdots \\
    h_{L-1} & \cdots & h_0 & 0 & \cdots & \cdots & \cdots \\
    0 & h_{L-1} & \cdots & h_0 & \cdots & \cdots & \cdots \\
    \vdots & \vdots & \cdots & \vdots & \cdots & \cdots & \cdots \\
    0 & 0 & \cdots & 0 & h_{L-1} & \cdots & 0 \\
\end{bmatrix}
\]

and \( n(t) \) is a zero-mean additive white Gaussian noise (AWGN) having a variance of \( 2N_0/T_s \) (\( N_0 \) is the one-sided power spectrum density).

\( N_c \)-point FFT is applied to transform the received signal block into a frequency-domain signal \( \{R(k); k = 0, \ldots, N_c - 1\} \). The \( k \)th frequency component \( R(k) \) is multiplied by the FDE weight \( \mathbf{w}(k) \). Then, \( N_c \)-point inverse FFT (IFFT) is applied to transform the frequency-domain signal \( \{R(k)\mathbf{w}(k)\} \) back to the time-domain signal block \( \hat{r} \). \( \hat{r} \) can be expressed as

\[
\hat{r} = [\hat{r}(0), \ldots, \hat{r}(N_c - 1)]^T = \sqrt{\frac{2E_s}{T_s}} \mathbf{\hat{h}} s + \hat{n},
\]

where \( \mathbf{\hat{h}} \) is the \( N_c \times N_c \) equivalent channel matrix after FDE and \( \mathbf{\hat{h}} = [\hat{h}(0), \ldots, \hat{h}(N_c - 1)]^T \) is the noise vector after FDE. \( \mathbf{\hat{h}} \) is given as

\[
\hat{h} = \mathbf{h}_j = \begin{bmatrix}
    \hat{h}_0 & \hat{h}_{-1} & \hat{h}_{-2} & \cdots & \hat{h}_2 & \hat{h}_1 \\
    \hat{h}_1 & \hat{h}_0 & \hat{h}_{-1} & \hat{h}_{-2} & \cdots & \cdots \\
    \vdots & \vdots & \vdots & \vdots & \cdots & \cdots \\
    \hat{h}_{L-1} & \cdots & \hat{h}_0 & 0 & \cdots & \cdots \\
    0 & \hat{h}_{L-1} & \cdots & h_0 & \cdots & \cdots \\
    \vdots & \vdots & \vdots & \vdots & \cdots & \cdots \\
    0 & 0 & \cdots & 0 & h_{L-1} & \cdots & 0 \\
\end{bmatrix}
\]

with

\[
\hat{h} = \frac{1}{N_c} \sum_{k=0}^{N_c-1} H(k) w(k) \exp \left( j2\pi k \frac{l}{N_c} \right),
\]

where \( H(k) \) and \( w(k) \) are respectively the channel gain and FDE weight at the \( l \)th frequency given by [13]

\[
H(k) = \sum_{l=0}^{N_c-1} h_l \exp (-j2\pi k \frac{l}{N_c}),
\]

\[
w(k) = \begin{cases} \frac{H^*(k)}{|H(k)|^2} & \text{EGC} \\ \frac{H^*(k)}{|H(k)|^2 + (E_s/N_0)^{-1}} & \text{MMSE}. \end{cases}
\]

The equivalent channel matrix is not a diagonal matrix and therefore the residual ISI is produced. The use of MMSE-FDE significantly improves the BER performance. However, the residual ISI limits the performance improvement and the achievable BER performance with MMSE-FDE is still far from the theoretical lower bound [5].

2.2 Joint THP/FDE

To suppress the residual ISI, we use THP at the transmitter. However, since the impulse response of the equivalent channel is a circular convolution between those of the channel and FDE filter, it is spread not only over \( \tau > 0 \) but also over \( \tau < 0 \) and therefore, the equivalent channel can be viewed as a non-causal channel. This implies that direct application of THP cannot remove completely the residual ISI after FDE. We apply QR-decomposition [14] on \( \mathbf{\hat{h}} \) to transform the non-causal channel into a causal channel. Using a unitary matrix \( \mathbf{Q} \) and an upper triangular matrix \( \mathbf{R} \), \( \mathbf{\hat{h}} \) can be expressed as

\[
\mathbf{\hat{h}} = \mathbf{QR} = \begin{bmatrix}
    Q_{0,0} & \cdots & Q_{0,N_c-1} & R_{0,0} & \cdots & R_{0,N_c-1} \\
    \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
    \vdots & \ddots & \ddots & \vdots & \ddots & \vdots \\
    Q_{N_c-1,0} & \cdots & Q_{N_c-1,N_c-1} & 0 & \cdots & R_{N_c-1,N_c-1} \\
\end{bmatrix}
\]

At the transmitter, THP transforms an \( N_c \)-symbol block \( \mathbf{s} = [s(0), \ldots, s(N_c - 1)]^T \) into a pre-equalized signal block \( \mathbf{x} = [x(0), \ldots, x(N_c - 1)]^T \). \( \mathbf{x} \) is expressed as
\[ x = s - \tilde{R}x + 2Mz_i, \]  \quad (10)

where \( \tilde{R} \) is the feedback coefficient matrix of THP, which is obtained from the QR-decomposition of \( \hat{h} \), and the \( i, j \)th component of \( \tilde{R} \) is given by

\[ \tilde{R}_{i,j} = \begin{cases} R_{i,j}/R_{j,i}, & i < j \\ 0, & i \geq j \end{cases}. \quad (11) \]

In Eq. (10), \( 2Mz_i = [2Mz_i(0), \ldots, 2Mz_i(N_c-1)]^T \) represents the modulo-2M operation \cite{15}. To prevent the transmit signal amplitude increase, THP uses the modulo operator. The real and imaginary parts of \( z_i(t) \) are integers, which are implicitly decided symbol-by-symbol by the modulo operator to reduce the real and imaginary parts of \( x(t) \) into the interval \([ -M, M ] \), where the modulo operation size \( M \) depends on the data modulation scheme; \( M = \sqrt{2} \) for QPSK, \( M = 4/\sqrt{10} \) for 16 QAM, \( M = 8/\sqrt{2} \) for 64 QAM. The input-output property of the modulo operator is illustrated in Fig. 2.

After the insertion of an \( N_g \)-sample GI, the pre- equalized signal block \( x \) is transmitted. At the receiver, the GI-removed received signal block is transformed by \( N_c \)-point FFT into the frequency-domain signal. Then, FDE is performed and IFFT is applied to the frequency-domain signal to obtain the time-domain signal block \( \tilde{r} \), which can be expressed as

\[ \tilde{r} = \sqrt{\frac{2E_s}{T_s}} \hat{h}x + \hat{n}. \quad (12) \]

Then, \( \tilde{r} \) is multiplied by \( Q^H \) to obtain \( \tilde{\hat{r}} \), where \( (,)^H \) represents the Hermitian transposition. Using Eqs. (10) and (12), we have

\[ \tilde{\hat{r}} = Q^H \tilde{r} = \sqrt{\frac{2E_s}{T_s}} Rx + Q^H \hat{n} \\
= \sqrt{\frac{2E_s}{T_s}} \begin{bmatrix} R_{0,0} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & R_{N_c-1,N_c-1} \end{bmatrix} (s + 2Mz_i) + Q^H \hat{n}. \quad (13) \]

To recover the transmit symbol block \( s \), the signal transposition by using the transmitter modulo operation (i.e., \( 2Mz_i \), in Eq. (10)) needs to be removed from Eq. (13). This can be easily done by dividing \( \tilde{\hat{r}} \) by \( \sqrt{2E_s/T_s} \text{diag}(R) \), where \( R \) is an upper triangular matrix as shown in Eq. (9), and inputting the result to the same modulo operator as used in the transmitter. The modulo operator output \( \hat{s} \) is given as

\[ \hat{s} = \left( \frac{2E_s}{T_s} \right)^{-1} \begin{bmatrix} R_{0,0}^{-1} & 0 \\ \vdots & \ddots \\ 0 & \cdots & R_{N_c-1,N_c-1}^{-1} \end{bmatrix} \tilde{\hat{r}} + 2Mz_i \\
= s + 2M(z_i + z_r) + \left( \frac{2E_s}{T_s} \right)^{-1} \begin{bmatrix} R_{0,0}^{-1} & 0 \\ \vdots & \ddots \\ 0 & \cdots & R_{N_c-1,N_c-1}^{-1} \end{bmatrix} Q^H \hat{n}, \quad (14) \]

which is the decision variable associated with the data symbol block \( s \). In Eq. (14), \( 2Mz_i = [2Mz_i(0), \ldots, 2Mz_i(N_c-1)]^T \) represents the modulo-2M operation and the first and third terms are respectively the desired signal and noise. If the noise is negligible, \( z_r \) is equal to \( -z_i \) always. Therefore, the transmitted data symbol block \( s \) is correctly recovered at the receiver. However, the modulo operation error due to the noise happens actually, thereby producing the decision error.

3. BER Analysis

We consider QPSK, 16 QAM, and 64 QAM for data modulation. The noise distorts the modulo operation at the receiver and sometimes the received signal is shifted to a wrong position. Assuming a high SNR, the distortion of the modulo operation and the first and third terms are respectively the desired signal and noise. If the noise is negligible, \( z_r \) is equal to \( -z_i \) always. Therefore, we assume \( z_r = -z_i \) in Eq. (13) and we have

\[ \tilde{\hat{r}} = \sqrt{\frac{2E_s}{T_s}} \begin{bmatrix} R_{0,0} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & R_{N_c-1,N_c-1} \end{bmatrix} s + Q^H \hat{n}. \quad (15) \]

The \( i \)th element \( \tilde{\hat{r}}(i) \) of \( \tilde{\hat{r}} \) is given by

\[ \tilde{\hat{r}}(i) = \sqrt{\frac{2E_s}{T_s}} [R_{i,i} s(i) + \psi(i)], \quad (16) \]

where \( \psi(i) \) is the \( i \)th element of \( Q^H \hat{n} \) and is a zero-mean complex Gaussian noise. The noise power is given by (see Appendix A)

\[ \sigma^2(i) = \frac{1}{2} E[|\psi(i)|^2] = \frac{1}{N_c} \sum_{k=0}^{N_c-1} |\alpha(k)|^2 |Q(k)|^2, \quad (17) \]

where

\[ Q(k) = \sum_{p=0}^{N_c-1} Q_{i,p} \exp(-j2\pi k p/N_c). \quad (18) \]

The approximate conditional BER (it is an exact expression for QPSK) of the \( i \)th symbol in the transmitted signal block \( s \) for the given \( h \) is given as \cite{16}
\[ p_b^{(i)} \left( \frac{E_s}{N_0}, h \right) = \begin{cases} \frac{1}{2} \text{erfc} \left( \frac{1}{\sqrt{4} \gamma^{(i)}(E_s/N_0, h)} \right), & \text{QPSK} \\ \frac{3}{8} \text{erfc} \left( \frac{1}{20} \gamma^{(i)}(E_s/N_0, h) \right), & 16 \text{ QAM} \\ \frac{7}{24} \text{erfc} \left( \frac{1}{84} \gamma^{(i)}(E_s/N_0, h) \right), & 64 \text{ QAM} \end{cases} \] 

where \( \text{erfc}[x] = \frac{2}{\sqrt{\pi}} \int_x^\infty \exp(-t^2) dt \) is the complementary error function and \( \gamma^{(i)}(E_s/N_0, h) \) is the conditional SNR, given as

\[ \gamma^{(i)}(E_s/N_0, h) = \frac{E_s}{N_0} \frac{2|R_{ij}|^2}{\sigma^2(i)}. \] 

The approximate average BER can be numerically evaluated by averaging Eq. (19) over all possible realizations of \( h \).

It can be seen from Eq. (16) that the channel can be transformed into the frequency non-selective channel and its channel gain is given by \( R_{ij} \). The received SNR is in proportion to \( |R_{ij}|^2 \). Figure 3 plots the distribution of \( |R_{ij}|^2 \) in a block of \( N_c = 128 \) symbols. The value of \( |R_{ij}|^2 \) drops at symbol positions close to the end of the block. The reason for this is discussed in Appendix B.

This indicates that the BER of the symbol near the end of the block is worse compared to those of other symbols. To avoid the BER degradation, we insert \( N_d (=N_g) \) dummy symbols in the block as shown in Fig. 4. Although this dummy symbol insertion reduces the transmission efficiency to \( (N_c - N_d)/(N_c + N_g) \), the block-averaged BER can be improved.

4. Numerical and Simulation Results

The simulation condition is summarized in Table 1. The channel is assumed to be a symbol-spaced \( L=16 \)-path frequency-selective block Rayleigh fading channel. Ideal channel estimation is assumed.

The achievable average BER is evaluated by Monte-Carlo numerical computation method. First, we generate a set of path gains \( \{h_l; l = 0 \sim L - 1\} \) for obtaining the FDE weight \( \{w(k); k = 0 \sim N_c - 1\} \) using Eq. (8) and the equivalent channel matrix \( \hat{h} \) using Eqs. (5) and (6). After performing QR-decomposition on \( \hat{h} \) to obtain the matrices \( Q \) and \( R \), the conditional BER of the \( i \)-th symbol in the block for the given average transmit \( E_s/N_0 \) is computed using Eq. (19). This BER computation is repeated a sufficient number of times to obtain the theoretical average BER \( P_b(i) \) of the \( i \)-th symbol. Then, the block averaged BER is obtained by averaging.

<table>
<thead>
<tr>
<th>Table 1 Simulation condition.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data-modulation</strong></td>
</tr>
<tr>
<td><strong>Block length</strong></td>
</tr>
<tr>
<td><strong>Gl length</strong></td>
</tr>
<tr>
<td><strong>No. of dummy symbols</strong></td>
</tr>
<tr>
<td><strong>Modulo operation size</strong></td>
</tr>
<tr>
<td><strong>Fading type</strong></td>
</tr>
<tr>
<td><strong>No. of paths</strong></td>
</tr>
<tr>
<td><strong>Power delay profile</strong></td>
</tr>
<tr>
<td><strong>Time delay</strong></td>
</tr>
<tr>
<td><strong>Receiver</strong></td>
</tr>
</tbody>
</table>
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$P_b(i)$ for $i = 0 - N_c - N_d - 1$. The computer simulation is also carried out to obtain the average BER to confirm the validity of the BER analysis.

The signal distribution in $(I, Q)$-plane is shown in Fig. 5 for the case of QPSK data modulation and joint THP/EGC-FDE at the average transmit bit energy-to-noise power spectrum density $E_b/N_0 = 0.5(E_s/N_0)(N_c + N_g)/(N_c - N_d)=15$ dB. From Fig. 5(a), it can be seen that THP output $x(t)$ is distributed randomly in an entire region, $-M \leq \text{Re}[x(t)]$ and $\text{Im}[x(t)] < M$. The distribution of the received signal $r(t)$ is shown in Fig. 5(b). Since $\tilde{r}(t)$ has the $2Mz(t)$ term, the distribution of $\tilde{r}(t)$ looks like 16 QAM as shown in Fig. 5(c). To obtain the proper signal distribution, the $2Mz(t)$ term must be removed from $\tilde{r}(t)$. This is done by modulo operation. The modulo operator output $\hat{s}(t)$ gives the QPSK signal distribution as shown in Fig. 5(d).

The theoretical and computer-simulated average BER performances are plotted in Fig. 6 as a function of the average transmit $E_b/N_0 = 1/N(E_s/N_0)(N_c + N_g)/(N_c - N_d)$ for QPSK ($N=2$), 16 QAM ($N=4$), 64 QAM ($N=6$). In Fig. 6, the theoretical BER performance using FDE only is plotted for EGC, MRC, and MMSE. Using EGC or MRC-FDE only, BER floor is produced by the residual ISI [13]. However, by using joint THP/FDE, the residual ISI is suppressed and the BER performance is significantly improved. It is seen from Fig. 6 that joint THP/EGC-FDE provides the best BER performance. Below, we discuss why this happens. The BER performance of joint THP/FDE depends on the
SNR given by Eq. (20). There may be two factors which affect the SNR. The first one is the SNR achievable by using FDE only. The second is the signal power loss after QR-decomposition.

First, we discuss the SNR achievable by using FDE only. The SNR when using FDE only depends on the frequency diversity gain of FDE. Using FDE only, MRC can maximize the frequency diversity gain since it is matched to the channel and accordingly achieves the largest SNR. In the case of EGC, the magnitude of equalization weight is the same for all frequencies and therefore, the frequency diversity gain is smaller than MRC. On the other hand, since MMSE suppresses the channel frequency-selectivity seen after FDE in order to minimize the sum of spectrum distortion and the noise, the frequency diversity gain is lower than that of EGC (it should be noted that since the spectrum distortion is lowered, the residual ISI after FDE can be minimized and therefore MMSE-FDE provides the best BER performance when using FDE only [17]). As a consequence, the achievable SNR using FDE only is the largest with MRC and is the smallest with MMSE.

Next, we discuss the power loss due to QR-decomposition. The signal power after multiplying $QRH$ is in proportion to the squared value of the diagonal component of $R$ (see Eq. (20)), which is affected by the correlation between the two column vectors of $\hat{h}$. The correlation is stronger for MRC than for EGC and hence, the signal power loss is larger for MRC. On the other hand, since $\hat{h}$ of MMSE is close to an orthogonal matrix, the signal power loss is minimal (see Appendix B). The above intuitive discussion can be summarized as follows. MRC can maximize the SNR when using FDE only, but produces the largest power loss when jointly using THP and FDE. MMSE can minimize the power loss when jointly using THP and FDE, but achieves the lowest SNR when using FDE only. On the other hand, EGC can achieve the SNR close to MRC when using FDE only and furthermore, the power loss is not that much when jointly using THP and FDE. Therefore, it can be concluded that EGC provides the best BER performance. A detailed and theoretical analysis is left as an important future study.

When QPSK data modulation is used, joint THP/FDE slightly improves the BER performance compared to that of MMSE-FDE only. As the modulation level increases, decision error is produced more likely due to the residual ISI and therefore, the BER performance using MMSE-FDE only significantly degrades. However, joint THP/FDE significantly improves the BER performance compared to the use of MMSE-FDE only since the residual ISI can be perfectly cancelled (we are assuming perfect channel estimation).

The modulo operation error, i.e., $z \neq z_t$, is sometimes produced due to the noise. The modulo operation error is most likely produced for the symbols closest to the modulo operation boundary. For 64 QAM, only 28 symbols out of a total of 64 symbols have the closest distance to the modulo operation boundary, but all four symbols are facing the boundary for QPSK. In the theoretical analysis, the modulo operation error is ignored. Therefore, the theoretical BER is lower than an exact one, but gets closer as the modulation level gets higher. However, over all, a good agreement between the theoretical and simulated BER performance can be seen. This confirms the validity of our analysis.

THP increases the peak-to-average power ratio (PAPR) of the transmit signal. However, the modulo operator used in THP can suppress the PAPR. Figure 7 plots the probability of the PAPR exceeding the abscissa, $\text{Prob}[\text{abscissa}<\text{PAPR}]$, when joint THP/FDE is used. A root raised cosine Nyquist filter with a roll-off factor of 0.5 [16], [18] is assumed for SC using THP/FDE. For the conventional SC transmission, PAPR increases as the modulation level increases. Although the use of THP with modulo operation increases the PAPR, the output signal has almost the same PAPR distribution irrespective of the modulation level.

The PAPR distribution of joint THP/FDE depends on the degree of channel frequency-selectivity. Figure 8 shows the PAPR distribution of joint THP/EGC-FDE with the path decay factor $\alpha$ as a parameter. QPSK data-modulation is assumed. For comparison, the PAPR distribution of orthogonal frequency division multiplexing (OFDM) is also plotted in Fig. 8. When $\alpha = \infty$ dB (equivalent to the frequency non-selective single path case), the PAPR distribution of joint THP/FDE coincides with that of conventional SC transmission. As $\alpha$ decreases (or the frequency-selectivity get stronger), the PAPR of joint THP/FDE tends to increase; however, it is still much lower than that of OFDM since the modulo operator used in THP limits the peak transmit power. It can be seen from Fig. 8 that if $\alpha < 12$ dB, joint THP/FDE lowers the PAPR level at CCDF=0.01 by about 3 dB compared to OFDM.
In this paper, we proposed joint THP/FDE for SC transmission in a frequency-selective fading channel. THP is used at the transmitter in order to remove the residual ISI after FDE. We derived the approximate conditional BER for the given channel condition and evaluated the achievable average BER by Monte-Carlo numerical computation method. The BER analysis was confirmed by computer simulation. We have shown that the BER performance is significantly improved by using joint THP/FDE compared to that of MMSE-FDE only. The performance improvement was found to be more significant for higher level modulation.

In this paper, we considered MRC, EGC, and MMSE equalization weights and found that EGC weight gives the best BER performance when joint THP/FDE is used. However, the EGC weight may not be optimal. Finding the optimal equalization weight is another interesting future study topic. We assumed ideal channel estimation. Joint THP/FDE requires the knowledge of CSI at both the transmitter and the receiver. Imperfect channel estimation reduces the BER performance improvement predicted by the analysis. We also assumed an ideal linear transmit power amplifier. Since the introduction of THP increases the PAPR as shown in Figs. 7 and 8, it is important to investigate how the non-linearity of the transmit power amplifier degrades the BER performance. Impacts of the channel estimation error and the power amplifier nonlinearity are left as important future study topics.
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Appendix A: Noise Power

The noise \( \psi(i) \) in Eq. (16) can be rewritten as

\[
\psi(i) = \sum_{p=0}^{N-1} Q^*_{i,p} h^n(p).
\]  

(A.1)

The noise power \( \sigma^2(i) \) is obtained from

\[
\sigma^2(i) = \frac{1}{2} E[|\psi(i)|^2] = \frac{1}{2} \sum_{p=0}^{N-1} \sum_{p'=0}^{N-1} Q^*_{i,p} Q_{j,p'} E[h^n(p)h^n(p')].
\]  

(A.2)
where \( \hat{h}(p) \) is given by
\[
\hat{h}(p) = \frac{1}{N_c} \sum_{k=0}^{N_c-1} w(k) \Pi(k) \exp \left( j2\pi k \frac{P}{N_c} \right)
\]  
(A.3)

with
\[
\Pi(k) = \sum_{t=0}^{N_c-1} u(t) \exp \left( -j2\pi k \frac{t}{N_c} \right)
\]  
(A.4)

being the \( k \)th frequency of the noise \( n(t) \) due to the additive white Gaussian noise (AWGN) having the one-sided power spectrum density \( N_0 \). Since \( E[n(p)n^*(p')] = (2N_0/T_s)\delta(p-p') \), we have
\[
E[\hat{h}(p)\hat{h}^*(p')] = \frac{1}{N_c} \sum_{k=0}^{N_c-1} \sum_{k'=0}^{N_c-1} u(k)w^*(k') \times E[\Pi(k)\Pi^*(k')] \exp \left( j2\pi k \frac{P - k'}{N_c} \right)
\]  
\[
= \frac{1}{N_c} \frac{2N_0}{T_s} \sum_{k=0}^{N_c-1} |u(k)|^2 \exp \left( j2\pi k \frac{P - P'}{N_c} \right).
\]  
(A.5)

Hence, we have
\[
\sigma^2(i) = \frac{1}{N_c} \frac{N_0}{T_s} \sum_{k=0}^{N_c-1} |u(k)|^2 \times \sum_{p=0}^{N_c-1} \sum_{p'=0}^{N_c-1} Q_{i,p}^* Q_{i,p'} \exp \left( j2\pi k \frac{P - P'}{N_c} \right)
\]  
\[
= \frac{1}{N_c} \frac{N_0}{T_s} \sum_{k=0}^{N_c-1} |u(k)|^2 |Q_i(k)|^2.
\]  
(A.6)

**Appendix B: Discussion of Diagonal Components of \( \mathbf{R} \)**

Below, we discuss why the diagonal components of \( \mathbf{R} \), corresponding to symbol positions close to the end of signal block, drop. Using joint THP/FDE, the equivalent channel matrix \( \hat{h} \) is transformed into \( \mathbf{QR} \), where \( \mathbf{R} \) is the upper triangular matrix and \( \mathbf{Q} \) is the unitary matrix. Using the Gram-Schmidt orthogonalization method [14], at first, the norm of the 0th column vector of \( \hat{h} \) is normalized to 1 and this column vector is denoted by \( \mathbf{q}_0 \). Next, after subtracting \( \mathbf{q}_0 \) from the 1st column vector of \( \hat{h} \), the norm of the 1st column vector of \( \hat{h} \) is normalized to 1 and its vector is denoted by \( \mathbf{q}_1 \); \( \mathbf{q}_0 \) and \( \mathbf{q}_1 \) are given by
\[
\begin{align*}
\mathbf{q}_0 &= \frac{1}{\| \hat{h}_0 \|} \hat{h}_0 \\
\mathbf{q}_1 &= \frac{1}{\| \hat{h}_1 - R_{0,1} \mathbf{q}_0 \|} (\hat{h}_1 - R_{0,1} \mathbf{q}_0)
\end{align*}
\]  
(A.7)

where
\[
\begin{align*}
R_{0,0} &= \| \hat{h}_0 \|, & R_{0,1} &= \frac{\hat{h}_0^H \hat{h}_1}{\| \hat{h}_0 \|} \\
R_{1,1} &= \| \hat{h}_1 - R_{0,1} \mathbf{q}_0 \| = \| \hat{h}_1 - \frac{1}{\| \hat{h}_0 \|} \mathbf{q}_0^H \hat{h}_0 \|.
\end{align*}
\]  
(A.8)

In a similar way, \( \{ \mathbf{q}_i ; i = 0 \sim N_c - 1 \} \) and \( \{ R_{i,j} ; i = 0 \sim N_c - 1, j = 0 \sim i \} \) are obtained by repeating the above operations.

From Eq. (A.8), it can be understood that \( |R_{i,j}| \) is affected by the correlation between the \( i \)th column vector and the \( 0 \sim i - 1 \)th column vectors of \( \hat{h} \). As the correlation get stronger, the value of \( |R_{i,j}| \) becomes smaller.

We introduce the normalized correlation between the 0th and \( r \)th column vectors of \( \hat{h} \) given by
\[
\kappa(r) = \frac{\langle \hat{h}_0 \mathbf{\cdot} \hat{h}_r \rangle}{\| \hat{h}_0 \| \| \hat{h}_r \|} = \frac{\sum_{i=0}^{N_c-1} \| \hat{h}_i \|}{\sum_{i=0}^{N_c-1} |\hat{h}_i|}.
\]  
(A.9)

Figure A.1 plots \( |\kappa(r)| \). Since \( \hat{h} \) is a circulant matrix, \( |\kappa(r)| \) is a symmetric function about \( r=64 \). As seen from Figs. A.1(a) and (b), the correlation is strongest when \( r=1 \).

---

**Figure A.1**  \( |\kappa(r)| \).
and 127. Therefore, $|R_i, i|$ drops at the symbol position close to $i = N_c - 1$ for EGC and MRC. On the other hand, when MMSE is used, $\kappa(\tau) \approx \delta(0)$ and therefore, column vectors of $\hat{h}$ are almost orthogonal to each other. Therefore, $|R_i, i|$ is almost constant when MMSE is used.
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