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SUMMARY The objective of this paper is to develop the theoretical foundation to the pilot-assisted channel estimation using delay-time domain windowing for the coherent detection of OFDM signals. The pilot-assisted channel estimation using delay-time domain windowing is jointly used with polynomial interpolation, decision feedback and Wiener filter. A closed-form BER expression is derived. The impacts of the delay-time domain window width, multipath channel decay factor, the maximum Doppler frequency are discussed. The theoretical analysis is confirmed by computer simulation.
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1. Introduction

The next generation mobile communication systems must support very high-speed data services. On the other hand, the channels in these system will be severely frequency-selective [1]. As a transmission method, orthogonal frequency division multiplexing (OFDM) has been attracting attention since it can avoid the inter-symbol interference (ISI) [2], [3]. An accurate channel estimation technique is necessary for the coherent detection of OFDM signals. The pilot-assisted channel estimation [4], [5] using delay-time domain windowing [6] is promising. To improve the tracking ability against the time variation of the fading, the delay-time domain channel estimation can be jointly used with polynomial interpolation [7], decision feedback [8] and Wiener filtering [9]. So far, the bit error rate (BER) performance achievable with the pilot-assisted channel estimation jointly using delay-time domain windowing and polynomial interpolation, decision feedback or Wiener filtering was evaluated by computer simulation only, and there has been no theoretical analysis.

The Objective of this paper is to develop the theoretical foundation of the pilot-assisted channel estimation using delay-time domain windowing. We derive the theoretical BER expressions so as to predict the average BER performance, without resorting to the computer simulation, in a frequency-selective fading channel. The remainder of this paper is organized as follows. The transmission system model of OFDM is presented in Sect. 2. Channel estimation using delay-time domain windowing jointly used with polynomial interpolation, decision feedback and Wiener filter is described in Sect. 3. The BER analysis is presented and the closed-form BER expression is derived in Sect. 4. In Sect. 5, the theoretical and computer simulated BER performances are presented to confirm the theoretical analysis. The paper is concluded in Sect. 6.

2. OFDM Transmission System Model

The OFDM transmitter/receiver structure is illustrated in Fig. 1. $N_c$-subcarrier OFDM is assumed. In a transmitter, the binary data sequence is transformed into data-modulated symbol sequence. Then a known pilot sequence of $N_c$ symbols $\{d_{m,k}^n; k = 0 \sim N_c - 1\}$ is periodically inserted into every $(M-1) \times N_c$ data symbols $\{d_{m,k}^n; m = 1 \sim M - 1, k = 0 \sim N_c - 1\}$ for the $n$th frame. The pilot-inserted symbol sequence is serial-to-parallel (S/P) converted into $N_c$ parallel streams for generating the OFDM signal by $N_c$-point IFFT. Finally, the cyclic prefix of $N_g$ samples is inserted at the beginning of each OFDM symbol as the GI before transmission. One pilot OFDM symbol and its following $(M-1)$ data OFDM symbols constitute one frame, as shown in Fig. 2.

The equivalent baseband representation of the $m$th OFDM symbol in the $n$th frame is given by

![Fig. 1 OFDM transmitter/receiver structure.](image1)

![Fig. 2 Frame structure.](image2)
\[ s_m(t) = \sqrt{2S} \sum_{k=0}^{N-1} d_m^n \exp \left( j2\pi k \frac{t}{N_c} \right) \]  
where \( S \) denotes the signal power per subcarrier. The OFDM signal is transmitted via an \( L \)-path frequency-selective fading channel. Assuming block-fading, the channel impulse response for the reception of the \( n \)th OFDM symbol in the \( m \)th frame can be represented as [10]  
\[ h^m_n (\tau) = \sum_{l=0}^{L-1} h^m_{nl} \delta (\tau - \tau_l), \]  
where \( h^m_{nl} \) and \( \tau_l \) are the path gain and delay-time of the \( l \)th path, respectively and \( \delta (t) \) is the delta function. The maximum delay-time is assumed to be shorter than \( N_g \) samples. The channel has an exponential power delay profile and \( \{h^m_{nl}; m = 0 - M - 1, l = 0 - L - 1\} \) are independent zero mean complex Gaussian variables with variance  
\[ E \left[ |h^m_{nl}|^2 \right] = \frac{1}{1 - \alpha^2} \alpha^{-l}, \]  
where \( \alpha \) is the decay factor and \( E [\cdot] \) represents the ensemble average operation.

The received \( m \)th OFDM symbol in the \( n \)th frame can be expressed as  
\[ r^m_n (t) = \sum_{l=0}^{L-1} h^m_{nl} s^m_m (t - \tau_l) + n^m_n (t), \]  
where \( n^m_n (t) \) is the additive white Gaussian noise (AWGN) with the single-sided power spectrum density \( N_0 \). After the removal of GI, \( N_c \)-point FFT is applied to obtain  
\[ R^m_{nk} = \frac{1}{N_c} \sum_{t=0}^{N_c-1} r^m_n (t) \exp \left( -j2\pi k \frac{t}{N_c} \right) \]  
\[ = \sqrt{2S} d^m_{nk} H^m_{nk} + N^m_{nk}, \]  
where \( H^m_{nk} \) and \( N^m_{nk} \) are the channel gain and the noise component at the \( k \)th subcarrier, respectively, and are given by  
\[ H^m_{nk} = \sum_{l=0}^{L-1} h^m_{nl} \exp \left( -j2\pi k \frac{\tau_l}{N_c} \right), \]
\[ N^m_{nk} = \frac{1}{N_c} \sum_{t=0}^{N_c-1} n^m_n (t) \exp \left( -j2\pi k \frac{t}{N_c} \right). \]  

\( N^m_{nk} \) is a zero-mean complex Gaussian variable with variance \( 2(N_0/T_s)N_g \), where \( T_s \) is given as \( T_s = T_c/(N_c + N_g) \) with \( 1/T_s \) is the symbol rate. Letting the estimate of \( H^m_{nk} \) be \( \hat{H}^m_{nk} \), coherent detection of the \( n \)th symbol is represented as  
\[ \hat{a}^m_{nk} = H^m_{nk} \left( \hat{p}^m_{nk} \right)^* \]  

3. Channel Estimation Based on Delay-Time Domain Windowing

The pilot-assisted channel estimation using delay-time domain windowing is illustrated in Fig. 3. At the beginning of each frame, the channel estimate \( \hat{H}_{0,k}^n \) is obtained by removing the pilot modulation. Without loss of generality, \( d_{0,k}^m = 1 + j0 \) is used. \( \hat{H}_{0,k}^n \) is given as  
\[ \hat{H}_{0,k}^n = \sqrt{2S} H_{0,k}^n + N_{0,k}^n, \]  
\( N_c \)-point IFFT is applied to \( \{\hat{H}_{0,k}^n; k = 0 - N_c - 1\} \) to obtain \( \hat{h}_0^n(\tau) \) as  
\[ \hat{h}_0^n(\tau) = \sum_{k=0}^{N_c-1} \hat{H}_{0,k}^n \exp \left( j2\pi k \frac{\tau}{N_c} \right) \]  
\[ = \sqrt{2S} \sum_{l=0}^{L-1} \hat{h}_{0,l}^n \delta (\tau - \tau_l) + n_0^n (\tau), \]  
which is the noisy channel impulse response. The noise can be reduced by applying the window \( w (\tau) \) to \( \hat{h}_0^n(\tau) \) as  
\[ \tilde{h}_0^n (\tau) = \hat{h}_0^n (\tau) w (\tau), \]  
where  
\[ w (\tau) = \begin{cases} 1, & 0 \leq \tau < W \\ 0, & \tau \geq W \end{cases} \]  
where \( W \) is the delay-time domain window width.

Finally, \( N_c \)-point FFT is applied to obtain the noise-reduced instantaneous channel gain estimate as  
\[ \hat{H}_{0,k}^n = \frac{1}{N_c} \sum_{t=0}^{w-1} \tilde{h}_0^n (\tau) \exp \left( -j2\pi k \frac{\tau}{N_c} \right) \]  
\[ = \sqrt{2S} H_{0,k}^n + \tilde{N}_{0,k}^n, \]  
where  
\[ \tilde{N}_{0,k}^n = \frac{1}{N_c} \sum_{t=0}^{w-1} n_0^n (\tau) \exp \left( -j2\pi k \frac{\tau}{N_c} \right), \]  
which is a zero-mean complex Gaussian noise with variance \( 2(W/\tau_s)(N_0/T_c)/N_c \).

3.1 Polynomial Interpolation

For tracking against time variations of the channel gain, the polynomial interpolation [11] is considered. The channel estimate \( \hat{H}_{m,k}^n \) for coherent detection of the \( n \)th OFDM symbol in the \( m \)th frame is given by
where

\[
\tilde{H}_{m,k}^n = \sqrt{2S} P_{m,k}^n + \tilde{N}_{m,k}^n
\]

\[
\begin{aligned}
\tilde{P}_{0,k}^n &= \frac{M - m}{M} \tilde{P}_{m,k}^n + \frac{m}{M} \tilde{P}_{m+1,k}^n, \quad \text{0th-order} \\
\tilde{P}_{1,k}^n &= \left(1 - \frac{m}{M}\right) \left(1 - \frac{1}{2} \frac{m}{M}\right) H_{0,k}^n + \frac{m}{M} \tilde{P}_{0,k}^n + \left(1 - \frac{1}{2} \frac{m}{M}\right) \tilde{P}_{0,k}^{n+1}, \quad \text{1st-order} \\
\tilde{P}_{2,k}^n &= - \frac{m}{2} \left(1 - \frac{m}{M}\right) \tilde{P}_{0,k}^{n+2}, \quad \text{2nd-order}
\end{aligned}
\]

(14)

and

\[
\begin{aligned}
\tilde{N}_{0,k}^n &= \frac{M - m}{M} \tilde{N}_{0,k}^n + \frac{m}{M} \tilde{N}_{0,k}^{n+1}, \quad \text{0th-order} \\
\tilde{N}_{1,k}^n &= \left(1 - \frac{m}{M}\right) \left(1 - \frac{1}{2} \frac{m}{M}\right) \tilde{N}_{0,k}^n + \frac{m}{M} \tilde{N}_{0,k}^n + \left(1 - \frac{1}{2} \frac{m}{M}\right) \tilde{N}_{0,k}^{n+1} \\
\tilde{N}_{2,k}^n &= \frac{1}{2} \left(1 - \frac{m}{M}\right) \tilde{N}_{0,k}^{n+2}, \quad \text{2nd-order}
\end{aligned}
\]

(15)

3.2 Decision Feedback

When the Doppler spread is getting faster, the channel estimation using interpolation becomes inaccurate. It is necessary to insert more pilot symbols to improve the tracking ability. But this results in lower transmission efficiency.

The pilot-assisted channel estimation using delay-time domain windowing can be jointly used with decision feedback as illustrated in Fig. 4. The decision result on \(d_{m-1,k}^n\) is denoted by \(\tilde{d}_{m-1,k}^n\) and feedback to remove the data modulation from \(R_{m-1,k}^n\) to obtain

\[
\tilde{d}_{m-1,k}^n = R_{m-1,k}^n \cdot \tilde{d}_{m-1,k}^n.
\]

(17)

In order to reduce the noise and the error propagation due to the decision feedback, the 1st-order infinite impulse response (IIR) filter with forgetting factor \(\beta\) is applied. The output \(\tilde{H}_{m,k}^n\) of IIR filter is the channel gain estimate, which is given by

\[
\tilde{H}_{m,k}^n = \sqrt{2S} H_{m,k}^n + \tilde{N}_{m,k}^n = (1 - \beta) \tilde{H}_{m-1,k}^n + \beta \tilde{H}_{m-1,k}^n
\]

(18)

with \(\tilde{P}_{0,k}^n = \tilde{P}_{m,k}^n\) (which is the channel estimate obtained by delay-time domain windowing), where

\[
\begin{aligned}
\tilde{H}_{m,k}^n &= (1 - \beta) \tilde{H}_{0,k}^n + \beta \sum_{i=1}^{m} (1 - \beta)^{i-1} H_{m-i,k}^n \\
\tilde{N}_{m,k}^n &= (1 - \beta) \tilde{N}_{0,k}^n + \beta \sum_{i=1}^{m} (1 - \beta)^{i-1} N_{m-i,k}^n.
\end{aligned}
\]

(19)

3.3 Wiener Filter

A Q-order Wiener filter shown in Fig. 5 is considered. The channel estimate \(\tilde{H}_{m,k}^n\) is given as

\[
\tilde{H}_{m,k}^n = \sqrt{2S} H_{m,k}^n + \tilde{N}_{m,k}^n = \tilde{H}_{0,k}^n W_{m,k}.
\]

(20)

where \(\tilde{H}_{0,k}^n = [\tilde{H}_{0,k}^n, \tilde{H}_{0,k}^{n+1}, \ldots, \tilde{H}_{0,k}^{n+Q-1}]\) is the estimated gain vector filtering and \(W_{m,k} = [w_{m,k}(0), \ldots, w_{m,k}(Q-1)]^T\) is the tap coefficient vector. \(\tilde{H}_{m,k}^n\) and \(\tilde{N}_{m,k}^n\) in Eq. (20) can be given as

\[
\begin{aligned}
\tilde{H}_{m,k}^n &= H_{0,k}^n u_{m,k}(0) + \ldots + H_{0,k}^{n+Q-1} u_{m,k}(Q-1) \\
\tilde{N}_{m,k}^n &= \tilde{N}_{0,k}^n u_{m,k}(0) + \ldots + \tilde{N}_{0,k}^{n+Q-1} u_{m,k}(Q-1).
\end{aligned}
\]

(21)

\(W_{m,k}\) is updated according to the minimum-mean square error (MMSE) criterion and is given by [12]

\[
W_{\text{opt}} = \left( R + \frac{1}{SNR} I \right)^{-1} r,
\]

(22)

where \(I\) is \(Q \times Q\) identity matrix,

\[
R = \begin{bmatrix}
R_{0,0} & \cdots & R_{0,Q-1} \\
\vdots & \ddots & \vdots \\
R_{Q-1,0} & \cdots & R_{Q-1,Q-1}
\end{bmatrix}, \quad r = \begin{bmatrix}
r_0 \\
\vdots \\
r_{Q-1}
\end{bmatrix},
\]

(23)

where

\[
\begin{aligned}
R_{p,q} &= E \left[ \tilde{H}_{0,k}^p H_{0,k}^q \right] \quad \text{for} \quad p, q = 0 \sim Q - 1 \\
r_q &= E \left[ \tilde{H}_{m,k}^n H_{0,k}^q \right].
\end{aligned}
\]

(24)
4. BER Analysis

The quadrature-phase shift keying (QPSK) is assumed for data modulation. Coherent detection for the QPSK data symbol $d_{m,k}$ is carried out as $\hat{d}_{m,k} = R_{m,k} (H_{m,k})$ (see Eq. (7)). Assuming a Rayleigh fading channel, $R_{m,k}$ and $H_{m,k}$ are zero-mean complex Gaussian variables for the given $d_{m,k}$. Without loss of generality, we assume $d_{m,k} = (1 + j) / \sqrt{2}$. The average BER is obtained from

$$ P_{4b,m} = \frac{1}{2} \left[ 1 - \frac{\text{Re}[\mu_m]}{\sqrt{1 - \text{Im}^2[\mu_m]}} \right], $$

(26)

where $\mu_m$ is the normalized covariance and is given by

$$ \mu_m = \frac{\mu_{sx,m}}{\sqrt{\mu_{sx,m}^2 + \mu_{sy,m}^2}} $$

(27)

with

$$ \mu_{sx,m} = E \left[ R_{m,k}^2 \right], \quad \mu_{sy,m} = E \left[ H_{m,k}^2 \right], $$

(28)

Since

$$ E \left[ N_{0,k}^2 \right] = \frac{N_0}{T_c} \cdot \frac{1}{N_c}, \quad E \left[ N_{m,k}^2 \cdot N_{0,k}^2 \right] = 0, $$

(29)

we have

$$ \mu_{sx,m} = 2S + \frac{N_0}{T_c} \cdot \frac{1}{N_c}, \quad \mu_{sy,m} = 2S \left( A_1 + A_2 \right), $$

(30)

with

$$ A_1 = E \left[ H_{m,k}^2 \right], \quad A_2 = \frac{1}{2S} E \left[ N_{m,k}^2 \right], $$

(31)

Therefore, $\mu_m$ of Eq. (27) can be given as

$$ \mu_m = A_1 \left( 1 + j \frac{1}{\sqrt{2}} \right) \left( A_1 + A_2 \right) \left( 1 + j \frac{1}{\sqrt{2}} \right), $$

(32)

where $E_b/N_0 = 0.5(S \cdot T_c) N_r / N_0)$ denotes the signal energy per bit-to-AWGN power spectrum density ratio. Finally, we obtain the following general BER expression:

$$ P_{4b,m} = \frac{1}{2} \left[ 1 - \begin{bmatrix} \text{Re}[A_3] - \text{Im}[A_3] \\ 2 \left( 1 + \frac{1}{2} \left( \frac{E_b}{N_0} \right) \right) (A_1 + A_2) - |A_3|^2 \right]. $$

(33)

The average BER can be obtained by averaging Eq. (33) over a frame as

$$ P_{4b} = \frac{1}{M-1} \sum_{m=1}^{M-1} P_{4b,m}. $$

(34)

In the following, we obtain $A_1$, $A_2$, and $A_3$ for delay-time domain windowing, interpolation, decision edback and Wiener filtering. We assume the Jake’s fading model [1] for each propagation path.

(1) Polynomial Interpolation

First, we consider the 0th order interpolation. In this case, delay-time domain windowing is only used. We have $\tilde{H}_{m,k} = H_{0,k}$ for $m = 1 \sim M - 1$ and therefore, $A_1$, $A_2$, and $A_3$ are given by

$$ A_1 = \frac{1 - \alpha^{-((\text{max} + 1))}}{1 - \alpha^{-L}}, \quad A_2 = \frac{1}{2} \frac{E_b}{N_0} \frac{W}{N_c}, \quad A_3 = J_0 \left( 2\pi m f_D T_s \right) \frac{1 - \alpha^{-((\text{max} + 1))}}{1 - \alpha^{-L}} $$

for the 0th-order interpolation,

(35)

where $\text{max} = \text{arg max} \{ \tau_i < N_g \}$. $J_0(x)$ is the 0th-order Bessel function of the first kind and $T_s$ is the OFDM symbol duration equal to $T_s = (N_c + W) f_T$. Substituting Eq. (35) into Eq. (33), we have

$$ P_{4b,m} \left[ \frac{J_0 \left( 2\pi m f_D T_s \right)}{2 \left\{ 1 - \frac{1 - \alpha^{-((\text{max} + 1))}}{1 - \alpha^{-L}} \right\}^{-1} \left\{ 1 + \frac{1}{2} \left( \frac{E_b}{N_0} \right) \right\}^{-1} \left\{ 1 + \frac{1}{2} \left( 1 - \frac{1}{2} \left( \frac{E_b}{N_0} \right) \right) \right\}^{-1} \left( \frac{W}{N_c} \right) \right] \right] $$

(36)

For $E_b/N_0 \gg 1$, the average BER can be approximated as

$$ P_{4b,m} \approx \frac{1}{2} \left[ 1 - \frac{J_0 \left( 2\pi f_D T_s \cdot m \right)}{2 A \left( 1 + \frac{A}{2} \left( \frac{E_b}{N_0} \right)^{-1} \left( \frac{W}{N_c} \right) \right) \cdot \frac{1}{2} J_0 \left( 2\pi f_D T_s \cdot m \right) \right] $$

(37)
When $E_b/N_0 \to \infty$, Eq. (37) reduces to

$$P_{ab,m} = \frac{1}{2} \left[ 1 - \frac{J_0(2\pi f_D T_s \cdot m)}{\sqrt{2J_0(2\pi f_D T_s \cdot m)}} \right]. \quad (38)$$

Next, $A_1$, $A_2$ and $A_3$ for the 1st and 2nd-order interpolations are given as

$$A_1 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) \left( 1 - \frac{m}{M} \right)^2 \left( 1 - \frac{m}{M} \right) \times J_0(2\pi M f_D T_s)$$

$$A_2 = \frac{1}{2} \left[ \frac{E_b}{N_0} \right]^{-1} \left( \frac{W}{N_c} \right) \left( \frac{m}{M} \right)^2 \left( 1 - \frac{m}{M} \right)^2$$

$$A_3 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) \left( 1 - \frac{m}{M} J_0(2\pi m f_D T_s) \right) + \left( \frac{m}{M} \right) J_0(2\pi M (1 - \frac{m}{M} f_D T_s))$$

for 1st-order interpolation. \quad (39)

and

$$A_1 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) \left( 1 - \frac{m}{M} \right)^2 \left( 1 - \frac{m}{M} \right) \times J_0(2\pi M f_D T_s)$$

$$A_2 = \frac{1}{2} \left[ \frac{E_b}{N_0} \right]^{-1} \left( \frac{W}{N_c} \right) \left( \frac{m}{M} \right)^2 \left( 1 - \frac{m}{M} \right)^2$$

$$A_3 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) \left( 1 - \frac{m}{M} \right)^2 \left( 1 - \frac{m}{M} \right) J_0(2\pi m f_D T_s)$$

$$+ \left( \frac{m}{M} \right) \left( 1 - \frac{m}{M} \right) J_0(2\pi M (1 - \frac{m}{M} f_D T_s))$$

for 2nd-order interpolation. \quad (40)

(3) Wiener Filter

We consider $Q = 1 \sim 3$-tap Wiener filter. $A_1$, $A_2$ and $A_3$ for Wiener filter are given as

$$A_1 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) |w_m,k(0)|^2$$

$$A_2 = \frac{1}{2} \left[ \frac{E_b}{N_0} \right]^{-1} \left( \frac{W}{N_c} \right) |w_m,k(0)|^2$$

$$A_3 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) w_m,k(0) J_0(2\pi m f_D T_s)$$

for $Q = 1$, \quad (41)

$$A_1 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) \left[ |w_m,k(0)|^2 + |w_m,k(1)|^2 \right]$$

$$+ 2 \text{Re} \left[ w_m,k(0) w_m,k(1) J_0(2\pi M f_D T_s) \right]$$

$$A_2 = \frac{1}{2} \left[ \frac{E_b}{N_0} \right]^{-1} \left( \frac{W}{N_c} \right) \left[ |w_m,k(0)|^2 + |w_m,k(1)|^2 \right]$$

$$A_3 = \left( \frac{1 - \alpha^{-l_{\text{max}}+1}}{1 - \alpha^{-L}} \right) w_m,k(1) J_0(2\pi m f_D T_s)$$

$$+ w_m,k(1) J_0(2\pi M f_D T_s \cdot (1 - \frac{m}{M}))$$

for $Q = 2$, \quad (42)

(2) Decision Feedback

We assume ideal decision feedback, i.e., no error propagation is considered. $A_1$, $A_2$ and $A_3$ for ideal decision feedback are given as
Due to the error propagation, the BER performance with delay-time domain window having $W=29$ when $\alpha=0$ dB. However, if $W$ is set to be less than 29, the impulse response is truncated by the window and the estimated impulse response is distorted; therefore, the BER significantly increases below-$W=29$. The distortion in the estimated channel impulse is more significant for a stronger channel selectivity case (i.e., $\alpha \rightarrow 0$ dB). As a consequence, the value of $W$ can be set to the expected maximum delay time difference ($W=29$ in this paper) irrespective of the channel selectivity.

Figure 7 shows the BER performances using 0th, 1st and 2nd-order interpolation filters as a function of the average received $E_b/N_0$ for various values of $f_d T_s$ when $L=8$ path, $\alpha=0$ dB and $W=29$. The BER performance using 0th-order interpolation greatly degrades when $f_d T_s > 0.001$ (which corresponds to a terminal moving speed higher than 40 km/h for a bit rate of 100 Mbps and 5 GHz carrier frequency) since the tracking ability of the 0th-order interpolation filter is very poor. However, the 1st and 2nd-order interpolation filters provide much better BER performance. It should be noticed that the 1st and 2nd-order interpolation filters provide almost the same BER performance. Figure 8 shows the BER performance using decision feedback with $\beta=0.3$ (we have found from computer simulation that $\beta=0.3$ can minimize the BER for $f_d T_s=0.0001–0.01$ at the average $E_b/N_0=15$ dB and also at the average $E_b/N_0=30$ dB). For perfect feedback, the BER performance is better than using interpolation filters under a fast fading environment. However, due to error propagation, the BER performance with real decision feedback degrades and becomes worse than using the 1st and 2nd-order interpolation filters.

Figure 9 shows the BER performance using Wiener filter when $\alpha=0$ dB and $L=8$. As the number of taps increases, the BER performance improves. The BER-performance of 1-tap Wiener filter and 0th-order interpolation are seen to be almost the same. The reason for this is discussed below. The causes of decision errors in the interpolation-based channel

\[ A_1 = \left( 1 - \alpha^{-L} \right) \left( \left| w_{m,k}(0) \right|^2 + \left| w_{m,k}(1) \right|^2 + \left| w_{m,k}(2) \right|^2 \right) \]
\[ + 2 \text{Re} \left[ w_{m,k}(0) w_{m,k}^*(1) J_0 \left( 2\pi M f_d T_s \right) \right] \]
\[ + w_{m,k}(1) w_{m,k}^*(2) J_0 \left( 2\pi M f_d T_s \right) \]
\[ + w_{m,k}(0) w_{m,k}^*(2) J_0 \left( 4\pi M f_d T_s \right) \]
\[ A_2 = \left( 1 - \alpha^{-L} \right) \left( \left| w_{m,k}(0) \right|^2 + \left| w_{m,k}(1) \right|^2 + \left| w_{m,k}(2) \right|^2 \right) \]
\[ + w_{m,k}(1) J_0 \left( 2\pi M f_d T_s \left( 1 - \frac{m}{M} \right) \right) \]
\[ + w_{m,k}^*(2) J_0 \left( 2\pi M f_d T_s \left( 2 - \frac{m}{M} \right) \right) \]
\[ \text{for } Q=3. \] (45)

(4) Ideal Channel Estimation
Since $A_1 = A_3=1$ and $A_2=0$, the BER is not a function of the OFDM symbol position in the frame and Eq. (34) reduces to

\[ P_{db} = \frac{1}{2} \left( 1 - \frac{1}{\sqrt{1 + \left( \frac{E_b}{N_0} \right)^{-1}}} \right). \] (46)

5. Numerical and Simulation Results

Table 1 summarizes the numerical and simulation condition. We assume that one frame consists of 64 OFDM symbols. A sample-spaced 8-path ($L=8$) frequency-selective block Rayleigh fading channel, having an exponential power delay profile with decay factor $\alpha$, is assumed.

Figure 6 shows the average BER as a function of the delay-time domain window width when $E_b/N_0=20$ dB. A good agreement is seen between the numerical and computer simulated BERs. By reducing the window width $W$ from 255 to 29, the BER only slightly improves. The average BER can be reduced to half by using delay-time domain

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Numerical and simulation conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data modulation</td>
<td>QPSK</td>
</tr>
<tr>
<td>No of subcarriers</td>
<td>$N_c=256$</td>
</tr>
<tr>
<td>GI</td>
<td>$N_c=32$</td>
</tr>
<tr>
<td>Channel model</td>
<td>Fading = 8-path Rayleigh fading</td>
</tr>
<tr>
<td>Power delay profile</td>
<td>Exponential decay profile</td>
</tr>
<tr>
<td>Delay</td>
<td>$\tau=4L$, $l=0-L-1$</td>
</tr>
<tr>
<td>Normalized Doppler frequency</td>
<td>$f_d T_s=0.0001–0.1$</td>
</tr>
<tr>
<td>Pilot insertion interval</td>
<td>$M=64$ OFDM symbols</td>
</tr>
<tr>
<td>Delay-time domain window width</td>
<td>$W=0-N_c-1$</td>
</tr>
</tbody>
</table>

![Fig. 6 Impact of delay-time domain window width.](image-url)
estimation schemes are the AWGN and the tracking error against time-variant fading. The BER due to AWGN should be the same for the 0-th order interpolation filter and the 1-tap Wiener filter, since the same delay-time domain window width is used. On the other hand, the BER floor appears in large $E_b/N_0$ region where the predominant cause of errors is the tracking error against fading. The tracking ability against fading is controlled by the tap coefficient. The tap coefficient is always 1 for the 0-th order interpolation, while it depends on the fading maximum Doppler frequency $f_D$ and the average received $E_b/N_0$ for the 1-tap Wiener filter. According to our computer simulation, the tap coefficient of the 1-tap Wiener filter was found to be 0.998 at $m=32$ (i.e., the center of a frame) when the average received $E_b/N_0=20$ dB and $f_D T_s=0.0001$. Accordingly, the tracking ability against fading is almost the same for the 0-th order interpolation and 1-tap Wiener filter, resulting in almost the same BER floor in large $E_b/N_0$ region.

The BER floor seen in large $E_b/N_0$ region depends on the tracking ability against fading. It can be seen from Fig. 7(c) and Fig. 9(c) that the 3-tap Wiener filter has a good tracking ability against fading and gives a lower BER floor than the 2nd-order interpolation when $f_D T_s < 0.008$. However, as the fading becomes too fast, e.g., $f_D T_s > 0.008$, both 3-tap Wiener filter and 2nd-order interpolation have a poor...
tracking ability against fading and yield large BER floors.

The Computer simulated BER performances are also plotted in Figs. 7–9. A fairly good agreement between the numerical and simulated BER performances is seen. This confirms our theoretical BER analysis.

6. Conclusion

The closed-form expression of the BER performance was derived for the pilot-assisted channel estimation using delay-time domain windowing jointly used with polynomial interpolation, decision feedback and Wiener filter. The theoretical analysis was confirmed by computer simulation. In this paper, only the uncoded case was considered. However, it is expected that even when channel coding is applied, the BER performance close to the ideal channel estimation case can be achieved due to delay-time domain windowing and decision feedback after channel decoding. The theoretical BER analysis of coded OFDM with practical channel estimation is an interesting future study.
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