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SUMMARY For alleviating the high peak-to-average power ratio (PAPR) problem of orthogonal frequency division multiplexing (OFDM), the OFDM combined with time division multiplexing (TDM) using frequency-domain equalization (FDE) was proposed. In this paper, the theoretical bit error rate (BER) analysis of the OFDM/TDM in a frequency-selective fading channel is presented. The conditional BER expression is derived, based on a Gaussian approximation of the inter-symbol interference (ISI) arising from channel frequency-selectivity, for the given set of channel gains. Various FDE techniques as in multi-carrier code division multiple access (MC-CDMA), i.e., zero forcing (ZF), maximum ratio combining (MRC) and minimum mean square error (MMSE) criteria are considered. The average BER performance is evaluated by Monte-Carlo numerical computation method using the derived conditional BER expression.
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1. Introduction

The next generation wireless communications systems require high-speed data transmissions, e.g., 100 Mbps or higher [1]. However, in a wireless channel, the presence of many propagation paths with different time delays causes frequency-selective fading [2], which produces inter-symbol interference (ISI) and degrades the transmission performance of the single carrier (SC) systems [3]. Recently, orthogonal frequency division multiplexing (OFDM) has been attracting much attention because of its robustness against frequency-selective fading [4]. In OFDM, high-speed data is transmitted using a number of orthogonal subcarriers, where each modulated subcarrier bandwidth is narrow enough to experience frequency-nonselective fading. However, one of the main problems is its high peak-to-average-power ratio (PAPR).

For overcoming the PAPR problem of OFDM, recently we proposed [5], [6] to use OFDM combined with time division multiplexing (OFDM/TDM). Our work is an extension and modification of the work presented in [7]. The objective of [7] is different from ours and is to increase the transmission data rate for the given bandwidth. However, our objective is to reduce the number of subcarriers while keeping the data rate the same as the conventional OFDM. In our OFDM/TDM design, a sequence of $K$ OFDM signals with $N_c/K$ subcarriers is transmitted during a block interval of the conventional OFDM with $N_c$ subcarriers; $K$ is an important design parameter. In [7], only frequency-domain equalization (FDE) based on zero-forcing (ZF) criterion is considered. To combat the frequency-selective fading, various FDE techniques can be applied as in multicarrier code division multiple access (MC-CDMA) [8],[9], SC transmission [10] and quite recently in direct sequence CDMA (DS-CDMA) [11],[12]. It was found [5],[6] by computer simulation that the OFDM/TDM with FDE based on minimum mean square error criterion (MMSE-FDE) provides a much better bit error rate (BER) performance compared to the conventional OFDM owing to frequency diversity effect resulting from FDE. It is also interesting to note that the OFDM/TDM with MMSE-FDE bridges the conventional OFDM and SC transmissions; OFDM/TDM becomes SC when $K = N_c$ and becomes conventional OFDM when $K=1$.

So far, we have presented only the computer simulation results to show the BER performance of OFDM/TDM with FDE. This paper is intended to give a theoretical foundation to OFDM/TDM. Channel coding is a very powerful technique to improve the transmission performance in fading channels. However, in this paper, we consider only uncoded case for the theoretical analysis. The remainder of this paper is organized as follows. Section 2 presents the OFDM/TDM transmission system model with FDE based on maximal-ratio combining (MRC), ZF and MMSE. An expression for the conditional BER in a frequency-selective Rayleigh fading channel is derived for the given set of channel gains and the theoretical average BER is evaluated by Monte-Carlo numerical computation method using the derived BER expression in Sect. 3. In Sect. 4, the average BER performance is compared with the computer simulation results to confirm the theoretical analysis. Section 5 gives some conclusions.

2. Transmission System Model

The OFDM/TDM transmission system model is illustrated in Fig. 1. Throughout this paper, $T_c$-spaced discrete time representation is used, where $T_c$ represents the fast Fourier transform (FFT) sampling period.

2.1 OFDM/TDM Signal Generation

Without loss of generality, the transmission of $N_c$ data symbols is considered, where $N_c$ is the inverse FFT (IFFT) block size. A sequence of $N_c$ data-modulated symbols $\{d(i)\}$;
\[
\begin{align*}
\text{i} = 0 \sim N_c - 1 & \text{ with } E[|d(i)|^2] = 1 \text{ is transmitted during one OFDM/TDM frame (equal to the IFFT block size of the conventional OFDM), where } N_c \text{ and } E[\cdot] \text{ are the number of subcarriers in the conventional OFDM and the ensemble average operation, respectively. The data-modulated symbol sequence } \{d(i)\} \text{ is divided into } K \text{ blocks of } N_m = N_c/K \text{ symbols each. The } k\text{-th block symbol sequence is denoted by } \{d^k(i); i = 0 \sim N_m - 1\}, \text{ where } d^k(i) = d(kN_m + i) \text{ for } k = 0 \sim K - 1. \text{ } N_m\text{-point IFFT is applied to generate a sequence of } K \text{ OFDM signals with } N_m \text{ subcarriers, as illustrated in Fig. 2. The transmission data rate of OFDM/TDM is kept the same as that of conventional OFDM.}

\text{The OFDM/TDM signal can be expressed using the equivalent lowpass representation as}
\end{align*}
\]

\[
s(t) = \sum_{k=0}^{K-1} s^k(t-kN_m)u(t-kN_m)
\]

for \(t = 0 \sim N_c - 1\), where \(u(t) = 1(0)\) for \(t = 0 \sim N_m - 1\) (elsewhere) and \(s^k(t)\) is the \(k\)-th OFDM signal with \(N_m\) subcarriers, given by

\[
s^k(t) = \sqrt{\frac{2E_s}{T_c}} \frac{1}{N_m} \sum_{i=0}^{N_m-1} d^k(i) \exp \left( j2\pi t \frac{i}{N_m} \right).
\]

for \(t = 0 \sim N_m - 1\), where \(E_s\) represents the data-modulated symbol energy. Before transmission, the last \(N_g\) samples in the OFDM/TDM frame are copied as a cyclic prefix (CP) and inserted into the guard interval (GI) at the beginning of the frame (see Fig. 2).

\subsection{2.2 Channel Model}

A \(T_c\)-spaced time-delay model of the propagation channel is assumed. Assuming that the channel has \(L\) independent propagation paths with distinct time delays \(\{\tau_l; l = 0 \sim L - 1\}\), the discrete-time impulse response \(h(t)\) of the channel is expressed as

\[
h(t) = \sum_{l=0}^{L-1} h_l \delta(t-\tau_l),
\]

where \(h_l\) is the \(l\)-th path gain with \(\sum_{l=0}^{L-1} E|h_l|^2 = 1\). Assuming block fading so that the path gains remain constant over one OFDM/TDM frame, time dependency of the channel has been dropped for simplicity. It is assumed that the maximum time delay of the channel is shorter than the GI.

\subsection{2.3 Received Signal Representation}

The received signal can be expressed as

\[
r(t) = \sum_{l=0}^{L-1} h_l s(t-\tau_l) + \eta(t)
\]

for \(t = -N_g \sim N_c - 1\), where \(\eta(t)\) is the additive white Gaussian noise (AWGN) process with zero mean and variance \(2N_0/T_c\) with \(N_0\) being the single-sided power spectrum density. After removing the GI from the received signal, the received OFDM/TDM signal \(r(t); t = 0 \sim N_c - 1\) is decomposed into \(N_c\) frequency components \(\{R(n); n = 0 \sim N_c - 1\}\) by applying \(N_c\)-point FFT:

\[
R(n) = \sum_{t=0}^{N_c-1} r(t) \exp \left(-j2\pi nt \frac{t}{N_c}\right) = S(n)H(n) + \Pi(n),
\]
where \( S(n), H(n) \) and \( \Pi(n) \) are the transmitted OFDM/TDM signal component, the channel gain and the noise component at the \( n \)th frequency, respectively, given by

\[
\begin{align*}
S(n) &= \sum_{l=0}^{N_c-1} s(t) \exp\left(-j2\pi \frac{n t}{N_c}\right) \\
H(n) &= \sum_{i=0}^{N_c-1} h_i \exp\left(-j2\pi \frac{n t}{N_c}\right) \\
\Pi(n) &= \sum_{i=0}^{N_c-1} \eta_i \exp\left(-j2\pi \frac{n t}{N_c}\right)
\end{align*}
\]

(6)

2.4 Frequency-Domain Equalization

One-tap FDE is applied to obtain

\[
\hat{R}(n) = w(n) \hat{R}(n) + \Pi(n),
\]

where

\[
\begin{cases}
\hat{H}(n) = w(n)H(n) \\
\hat{\Pi}(n) = w(n)\Pi(n)
\end{cases}
\]

(7)

\( w(n) \) is the equalization weight for the \( n \)th frequency, and \( \hat{\Pi}(n) \) is the noise component after equalization. We consider ZF-, MRC- and MMSE-FDE. Their equalization weights are given by [8]–[10]

\[
w(n) = \begin{cases}
\frac{H'(n)}{|H(n)|^2} & \text{for ZF} \\
\frac{H'(n)}{|H(n)|^2 + \frac{E_s}{N_0}} & \text{for MMSE}
\end{cases}
\]

(9)

Comparing Eqs. (5) and (7), \( \hat{H}(n) \) is called the equivalent channel gain. The ZF-FDE perfectly restores the channel frequency-nonselcetivity, but produces the noise enhancement. On the other hand, the MRC-FDE produces no noise enhancement, but enhances the frequency-selectivity of the channel and increases the ISI; hence, it does not necessarily maximize the signal-to-interference plus noise power ratio (SINR), and degrades the BER performance. The MMSE-FDE minimizes the SINR by giving up perfect restoration of the channel frequency-nonselcetivity.

2.5 Recovery of OFDM/TDM Signal

By applying \( N_c \)-point IFFT to \( \hat{R}(n) \); \( n = 0 \sim N_c-1 \), we obtain the time-domain OFDM/TDM signal \( \hat{r}(t) \), which can be expressed as

\[
\hat{r}(t) = \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{R}(n) \exp\left(j2\pi \frac{n t}{N_c}\right) \\
= \sum_{k=0}^{K-1} \hat{r}^k(t-kN_m)u(t-kN_m)
\]

(10)

for \( t = 0 \sim N_c-1 \), where \( \hat{r}^k(t) \) corresponds to the \( k \)-th OFDM signal with \( N_m \) subcarriers. Thereby, the decision variable for the \( k \)th data symbol of the \( k \)th OFDM signal can be obtained by applying \( N_m \)-point FFT as

\[
d^k(i) = \frac{1}{N_m} \sum_{r=kN_m}^{(k+1)N_m-1} \hat{r}(t) \exp\left(-j2\pi \frac{t-kN_m}{N_c}\right)
\]

(11)

for \( i = 0 \sim N_m-1 \) and \( k = 0 \sim K-1 \). Substituting Eq. (10) into Eq. (11), we obtain

\[
d^k(i) = \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{R}(n) \Psi(n; i, k),
\]

(12)

where

\[
\Psi(n; i, k) = \frac{1}{N_m} \sum_{r=kN_m}^{(k+1)N_m-1} \exp\left(-j2\pi \frac{i K - n}{N_c}\right) \\
= \frac{\sin(\pi N_m \frac{ik-u}{N_c})}{N_m \sin(\pi k-u/N_c)} \exp\left(-j\pi(2k+1)N_m - 1 \frac{i K - n}{N_c}\right).
\]

(13)

Some properties of \( \Psi(n; i, k) \) are given below. If \( K=1 \), then \( N_m = N_c \) and \( k = 0 \) and hence,

\[
\Psi(n; i, k = 0) = \frac{1}{N_c} \sum_{n=0}^{N_c-1} \exp\left(-j2\pi \frac{i n}{N_c}\right) = \delta(i-n).
\]

(14)

The sum of the squared \( \Psi(n; i, k) \) is given by

\[
\sum_{n=0}^{N_c-1} |\Psi(n; i, k)|^2 = \frac{1}{N_c^2} \sum_{r=kN_m}^{(k+1)N_m-1} \sum_{t=kN_m}^{(k+1)N_m-1} \exp\left(-j2\pi \frac{(t-t')(i K)}{N_c}\right) N_c \delta(t-t')
\]

(15)

2.6 Complexity Comparison

Let \( N_c \) be the number of subcarriers of conventional OFDM. Remember that \( N_c \)-point IFFT requires \( N \log_2 N \) complex multiplications if \( N \) is a power of 2 [13]. The number of complex multiplications required at the transmitter and receiver is given in Table 1 for conventional OFDM, OFDM/TDM and SC transmissions.

The conventional OFDM transmitter requires one \( N_c \)-point IFFT while OFDM/TDM requires \( KN_m \)-point IFFTs. Hence, the number of complex multiplications is \( N_c \log_2 N_c \) for conventional OFDM transmitter and \( N_c \log_2(N_c/K) \) for OFDM/TDM transmitter. For FDE, \( N_c \)-point FFT is required for conventional OFDM while OFDM/TDM and SC require one more \( N_c \)-point IFFT (see Fig. 1). Since one-tap FDE is used, additional \( N_c \) complex multiplications are necessary for weight multiplication. Therefore, the total number of complex multiplications required for FDE
Table 1 Required complex multiplications.

<table>
<thead>
<tr>
<th>Transmitter</th>
<th>OFDM (K=1)</th>
<th>OFDM/TDM (K=2–128)</th>
<th>SC (K=256)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FDE</td>
<td>$N_c \log_2 N_c$</td>
<td>$N_c \log(N_c/K)$</td>
<td>-</td>
</tr>
<tr>
<td>Dem.</td>
<td>$-N_c \log_2(N_c/K)$</td>
<td>$-N_c \log_2(N_c/K)$</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>$2N_c \log_2 N_c + N_c$</td>
<td>$2N_c \log_2(N_c/K) + 2N_c \log N_c$</td>
<td>$2N_c \log_2 N_c + N_c$</td>
</tr>
</tbody>
</table>

is $N_c \log_2 N_c + N_c$ for the conventional OFDM while it is $2N_c \log_2 N_c + N_c$ for OFDM/TDM and SC. For OFDM/TDM signal demodulation, $K N_m$-point FFTs are required (see Fig. 1). Hence, the number of complex multiplications required for OFDM/TDM demodulation is $N_c \log_2(N_c/K)$.

It can be understood from Table 1 that the transmitter complexity is less than the receiver complexity for OFDM/TDM while they are almost the same for the conventional OFDM. The total (transmitter/receiver) complexity is larger for OFDM/TDM than for conventional OFDM. However, OFDM/TDM can achieve much better BER performance at the cost of complexity (this is shown in Sect. 4).

3. BER Analysis

In this section, we first theoretically derive the conditional BER based on the Gaussian approximation of the ISI and then, evaluate the theoretical average BER performance by Monte-Carlo numerical computation method. In the following analysis, as stated in Sect. 2, we assume block fading (i.e., the path gains remain constant over one OFDM/TDM frame) and the maximum time delay of the channel does not exceed the GI.

3.1 OFDM/TDM Demodulated Output

Substituting $S(n)$ given by Eqs. (6) and (7) into Eq. (10), we obtain

$$
\hat{R}(t) = s(t) \left( \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) \right) + \sum_{n'=0}^{N_c-1} s(n') \left( \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) \exp \left( -j2\pi n' t / N_c \right) \right) + \hat{\eta}(t),
$$

where the first term represents the desired signal component, the second term is the ISI component and the third term is the noise component. By applying $N_c$-point FFT to Eq. (16), we obtain $\hat{R}(n)$ as

$$
\hat{R}(n) = S(n) \left( \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right) + S(n) \left[ \hat{H}(n) - \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right] + \hat{\eta}(n).
$$

Substituting Eq. (17) into Eq. (12), the decision variable for $d^k(i)$ becomes

$$
d^k(i) = \left( \frac{1}{N_c} \sum_{n=0}^{N_c-1} S(n) \Psi(n; i, k) \right) \left( \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right) + \frac{1}{N_c} \sum_{n=0}^{N_c-1} S(n) \left( \hat{H}(n) - \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right) \Psi(n; i, k)
$$

$$
+ \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{\eta}(n) \Psi(n; i, k).
$$

Since

$$
\frac{1}{N_c} \sum_{n=0}^{N_c-1} S(n) \Psi(n; i, k) = \frac{1}{N_m} \sqrt{\frac{2E_s}{T_c} N_c} \sum_{i=0}^{N_c-1} \sum_{i'=0}^{N_c-1} d^k(i') \exp \left( j2\pi i' i / N_m \right) = \sqrt{\frac{2E_s}{T_c} N_c} d^k(i),
$$

Eq. (18) can be rewritten as

$$
\hat{d}^k(i) = \sqrt{\frac{2E_s}{T_c} N_c} d^k(i) \left( \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) \right) + \frac{1}{N_c} \sum_{n=0}^{N_c-1} S(n) \left( \hat{H}(n) - \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right) \Psi(n; i, k)
$$

$$
+ \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{\eta}(n) \Psi(n; i, k),
$$

where the first term is the desired signal component, the second term is the ISI component and the third term is the noise component.

3.2 Expression for Conditional BER

It can be understood from Eq. (20) that decision variable $\hat{d}^k(i)$ for $d^k(i)$ is a random variable with mean $\sqrt{\frac{2E_s}{T_c} N_c} d^k(i) \left( \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) \right)$. Assuming that the ISI can be approximated as a zero-mean complex-valued Gaussian variable, the sum of the ISI and noise due to the AWGN can be treated as a new zero-mean complex-valued Gaussian noise with variance:

$$
2\sigma^2 = 2\sigma^2_{ISI} + 2\sigma^2_{AWGN}
$$

where [see Appendix]

$$
\begin{align*}
2\sigma^2_{ISI} &= \frac{2E_s}{T_c} \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) - \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m)^2 \left| \Psi(n; i, k) \right|^2 \\
2\sigma^2_{AWGN} &= \frac{2N_c}{T_c} \frac{1}{N_c} \sum_{n=0}^{N_c-1} \left| w(n) \right|^2 \left| \Psi(n; i, k) \right|^2
\end{align*}
$$

"
for the given set of \(\{H(n)\} \) and \(w(n); n = 0 \sim N_c - 1\). Therefore, we have

\[
2\sigma^2 = \frac{2N_0}{T_c} \frac{1}{N_c} \sum_{n=0}^{N_c-1} |w(n)|^2 + \frac{E_s}{N_0} \sum_{n=0}^{N_c-1} \bar{H}(n) \right|^2 |\Psi(n; i, k)|^2. \tag{23}
\]

We assume all “1” transmission (i.e., \(d^b(i) = (1 + j1) / \sqrt{2}\)) without loss of generality and quaternary phase shift keying (QPSK) data-modulation. Since the ISI can be assumed to be circularly symmetric, the conditional BER for the given set of \(\{H(n)\}; n = 0 \sim N_c - 1\) (or equivalently, the given set of path gains and time delays \(\{h_i; \tau_l; l = 0 \sim L - 1\}\) can be expressed as [3]

\[
p_b\left(\frac{E_s}{N_0}; \{H(n)\}; i, k\right) = \frac{1}{2} \text{Prob} \left[ \text{Re}[d^b(i)] < 0 \{H(n)\} \right] + \frac{1}{2} \text{Prob} \left[ \text{Im}[d^b(i)] < 0 \{H(n)\} \right] + \frac{1}{2} \text{erfc} \left[ \sqrt{\frac{1}{4} \gamma \left( \frac{E_s}{N_0}; \{H(n)\}; i, k \right) \right]. \tag{24}
\]

where \(\text{erfc}[x] = (2 / \sqrt{\pi}) \int_x^\infty \exp(-t^2) dt\) is the complementary error function and \(\gamma(\frac{E_s}{N_0}, \{H(n)\})\) is the conditional SINR. The signal component after demodulation is given by the first term of Eq. (20). The ISI plus noise power is given by \(\sigma^2\). Hence, the conditional SINR is given by

\[
\gamma\left(\frac{E_s}{N_0}, \{H(n)\}; i, k\right) = \left[ \left( \frac{2E_sT_c}{N_c} \right) \sum_{n=0}^{N_c-1} H(n) \right] \right|^2 \
\sigma^2 = 2 \left( \frac{E_s}{N_0} \right) \frac{1}{N_c} \sum_{n=0}^{N_c-1} H(n) \right|^2 \n \left( \frac{N_c}{N_m} \right) \sum_{n=0}^{N_c-1} \left( \frac{w(n)}{N_c} + \left( \frac{E_s}{N_0} \right) \bar{H}(n) \right) \right) \left( \frac{N_c}{N_m} \right) \sum_{n=0}^{N_c-1} \bar{H}(n) \right) \right)^2 |\Psi(n; i, k)|^2.
\]

The theoretical average BER can be numerically evaluated by averaging Eq. (24) over \(\{H(n)\}; n = 0 \sim N_c - 1\):

\[
P_b\left(\frac{E_s}{N_0}; i, k\right) = \int \cdots \int \frac{1}{2} \text{erfc} \left[ \sqrt{\frac{1}{4} \left( \frac{E_s}{N_0}; \{H(n)\}; i, k \right) \right] \right)^2 \cdot p((H(n))) \int dH(n), \tag{26}
\]

where \(p((H(k)))\) is the joint probability density function (pdf) of \(\{H(k)\}; n = 0 \sim N_c - 1\).

Since \(N_c = KN_m\), \(|\Psi(n; i, k)|^2\) is not a function of \(k\) (see Eq. (15)). Remembering that the statistical property of \(H(n)\) is equally likely for all \(n\), \(\gamma\) is not a function of either \(i\) or \(k\). Hence, the average BER is the same for all \(i\) and \(k\). Therefore, the average BER can be evaluated by

\[
P_b\left(\frac{E_s}{N_0}\right) = \int \cdots \int \frac{1}{2} \text{erfc} \left[ \sqrt{\frac{1}{4} \left( \frac{E_s}{N_0}; \{H(n)\} \right) \right] \right)^2 \cdot p((H(n))) \int dH(n), \tag{27}
\]

where

\[
\gamma\left(\frac{E_s}{N_0}, \{H(n)\}\right) = 2 \left( \frac{E_s}{N_0} \right) \frac{1}{N_c} \sum_{n=0}^{N_c-1} H(n) \right|^2 \left( \frac{N_m}{N_c} \right) \sum_{n=0}^{N_c-1} \left( \frac{w(n)}{N_c} + \left( \frac{E_s}{N_0} \right) \bar{H}(n) \right) \right) \left( \frac{N_c}{N_m} \right) \sum_{n=0}^{N_c-1} \bar{H}(n) \right) \right)^2 |\Psi(n)|^2
\]

with

\[
|\Psi(n)|^2 = \frac{\sin \left( \pi N_m n/N_c \right)}{N_m \sin \left( \pi n/N_c \right)} \leq 1. \tag{29}
\]

3.2.1 Special Case of Frequency-Nonselective Fading

When the channel is frequency-nonselective, \(\bar{H}(n) = \bar{H} = wH\) for all \(n\), and ISI disappears. From Eq. (28), we have

\[
\gamma\left(\frac{E_s}{N_0}, H\right) = \left( \frac{2E_s}{N_0} \right) |wH|^2 \left( \frac{N_m}{N_c} \right) \sum_{n=0}^{N_c-1} |\Psi(n)|^2 \right) \right)^2 \left( \frac{N_c}{N_m} \right) \sum_{n=0}^{N_c-1} \bar{H}(n) \right) \right)^2 |\Psi(n; i, k)|^2.
\]

In this case, the exact average BER can be obtained. Since \(H\) is zero-mean complex Gaussian distributed with unity variance, we have [3]

\[
P_b\left(\frac{E_s}{N_0}\right) = \int \frac{1}{2} \text{erfc} \left[ \sqrt{\frac{1}{4} \left( \frac{E_s}{N_0}; H\right) \right] \right)^2 \cdot p(H) \int dH
\]

for QPSK data modulation.
3.2.2 Special Case of \( K = 1 \) (Conventional OFDM)

When \( K=1 \), \( N_m = N_c \) and

\[ \Psi(n; i, k) = \delta(i - n). \]  \hspace{1cm} (32)

Then, Eq. (20) becomes

\[ \hat{d}(i) = \frac{2E_s}{T_c} \frac{1}{N_c} d(i) \hat{H}(i) + \frac{1}{N_c} \hat{\Omega}(i), \] \hspace{1cm} (33)

which means that no ISI is produced. The conditional SNR is given by

\[ \gamma \left( \frac{E_s}{N_0}; l \right) = \frac{2E_s}{N_0} \left| \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) \right|^2. \] \hspace{1cm} (34)

Hence, the average BER of OFDM is the same as for the frequency-nonselective fading case.

3.2.3 Special Case of \( K = N_c \) (SC Transmission)

When \( K = N_c \), then \( N_m=1 \) and Eq. (29) becomes

\[ |\Psi(n)|^2 = 1. \] \hspace{1cm} (35)

Hence, Eq. (28) becomes

\[ \gamma \left( \frac{E_s}{N_0}, |H(n)| \right) = \frac{2 \left( \frac{E_s}{N_0} \right) \left| \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) \right|^2}{\frac{1}{N_c} \sum_{n=0}^{N_c-1} |w(n)|^2 + \left( \frac{E_s}{N_0} \right) \left| \frac{1}{N_c} \sum_{n=0}^{N_c-1} \hat{H}(n) \right|^2 \left| \frac{1}{N_c} \sum_{n=0}^{N_c-1} |H(n)|^2 \right|^2}. \] \hspace{1cm} (36)

3.3 Lower Bounded BER

MRC equalization, which is the channel-matched filter in the frequency-domain, provides the maximum SNR. Therefore, substituting \( w(n) = H^*(n) \) into Eq. (28) and neglecting the ISI gives the maximum achievable SNR, which is given by

\[ \gamma \left( \frac{E_s}{N_0}, (H(n)) \right) = \frac{2 \left( \frac{E_s}{N_0} \right) \left| \frac{1}{N_c} \sum_{n=0}^{N_c-1} |H(n)|^2 \right|^2}{\left( \frac{N_m}{N_c} \right) \sum_{n=0}^{N_m-1} |H(n)|^2 |\Psi(n)|^2}. \] \hspace{1cm} (37)

Using Eq. (37), the lower bounded BER can be evaluated.

4. Numerical and Simulation Results

The conditions for numerical evaluation of the theoretical average BER and computer simulation are given in Table 2. We assume an OFDM/TDM frame size of \( N_c=256 \) samples, GI length of \( N_g=32 \) samples and ideal coherent QPSK data modulation/demodulation. As the propagation channel, we assume an \( L = 16 \)-path block Rayleigh fading channel having the exponential power delay profile \( \Omega(t) \), given by

\[ \Omega(t) = \left( \frac{1 - \alpha^{-1}}{1 - \alpha^L} \right) \sum_{l=0}^{L-1} \alpha^{-l} \delta(t - \tau_l), \] \hspace{1cm} (38)

where \( \alpha \) represents the decay factor and \( |h_l; l = 0 \rightarrow L-1| \) are zero-mean independent complex Gaussian variables. It is assumed that the time delay of the \( l \)th path is \( \tau_l = l \) samples (i.e., the maximum delay difference is less than the GI length since \( L \leq N_g \)).

The evaluation of the theoretical average BER is done by Monte-Carlo numerical computation method as follows. A set of path gains \( |h_l; l = 0 \rightarrow L-1| \) is generated for obtaining \( |H(k); k = 0 \rightarrow N_c-1| \) using Eq. (6) and then \( \{w(k); k = 0 \rightarrow N_c-1\} \) is computed using Eq. (9). The conditional BER for the given average received \( E_s/N_0 \) is computed using Eq. (24). This is repeated a sufficient number of times to obtain the theoretical average BER of Eq. (27). Also presented below are the computer simulation results for the OFDM/TDM signal transmission to confirm the validity of the theoretical analysis.

The theoretical average BER performance is plotted with \( K \) as a parameter in Fig.3 for MMSE, MRC and ZF equalizations as a function of the average received bit energy-to-the AWGN power spectrum density ratio \( E_b/N_0 \), which is given by \( E_b/N_0 = 0.5E_s/N_0(1 + N_g/N_c) \). It is seen that as \( K \) increases, the MMSE equalization consistently improves the BER. The best performance is obtained when \( K = N_c \), which is the single carrier transmission system. This is because, as \( K \) increases, the transmitted symbol energy is distributed over a wider bandwidth and this is exploited in the MMSE-FDE to achieve the frequency diversity effect. Moreover, the BER performance with ZF equalization is almost insensitive to \( K \) since no ISI is produced,

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Simulation conditions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter</td>
<td>Data modulation</td>
</tr>
<tr>
<td>No. of IFFT points</td>
<td>( N_m=256/K )</td>
</tr>
<tr>
<td>No. of slots</td>
<td>( K=1 \rightarrow 256 )</td>
</tr>
<tr>
<td>Frame length</td>
<td>( N_c=256 )</td>
</tr>
<tr>
<td>GI</td>
<td>( N_g=32 )</td>
</tr>
<tr>
<td>Channel</td>
<td>( L=16 )-path frequency-selective block Rayleigh fading</td>
</tr>
<tr>
<td>No. of FFT points</td>
<td>( N_c=256 ), ( N_m=256/K )</td>
</tr>
<tr>
<td>FDE</td>
<td>ZF, MRC, MMSE</td>
</tr>
<tr>
<td>Channel estimation</td>
<td>Ideal</td>
</tr>
</tbody>
</table>
but the BER performance is worse than with MMSE equalization because of the noise enhancement. On the other hand, with MRC equalization, the noise enhancement can be suppressed, but a large ISI is produced due to enhanced frequency-selectivity. Hence, the BER floor appears when $K > 1$.

The performance improvement of OFDM/TDM is attributed to the frequency diversity gain achieved by the MMSE-FDE. The frequency diversity gain depends on the channel frequency-selectivity. A good measure of the channel frequency selectivity is the delay spread, defined as

$$
\tau_{\text{rms}} = \sqrt{\int_{-\infty}^{\infty} \Omega(\tau) (\tau - \bar{\tau})^2 d\tau}
$$

with $\bar{\tau} = \int_{-\infty}^{\infty} \tau \Omega(\tau) d\tau$ representing the mean time delay. The delay spread is a function of $\alpha$ for the given $L$. As decay factor $\alpha$ increases, the channel becomes less frequency-selective and when $\alpha \to \infty$ dB it approaches a frequency-nonselective channel (single-path channel). The dependency of the achievable BER performance on $\alpha$ is shown in Fig. 4 for $K=32$ with MMSE-FDE. We have also measured the BER performance with $L$ as a parameter for the uniform
power delay profile case ($\alpha = 1$ (or 0 dB)) and confirmed that if the delay spread is the same, the same BER performance is obtained as the $L = 16$-path exponential power delay profile case. Therefore, we only plot the BER performance dependency on $\alpha$ in Fig. 4 for the case of $L = 16$-path exponential power delay profile. As was expected, as $\alpha$ becomes larger, the performance consistently degrades due to less frequency diversity effect resulting from a weaker channel frequency-selectivity.

The computer-simulated average BERs are plotted in Figs. 3 and 4 to compare with theoretical ones. A fairly good agreement with theoretical and computer simulated results was not considered in this paper and it is left as another future work.

In this paper, we assumed an ideal linear power amplifier. Distortion and power efficiency loss due to high PAPR is not easy and it is left as another future work.

In this paper, theoretical foundation was developed for OFDM/TDM signal transmissions in a frequency-selective fading channel. Unlike the conventional OFDM, a sequence of OFDM signals with reduced number of subcarriers is time-multiplexed in a frame with a cyclic prefix at its beginning. At the receiver, FDE is applied to reduce the ISI. Theoretical analysis, FDE schemes based on MRC, ZF and MMSE criteria were considered. The theoretical expression for conditional BER for the given set of path gains was derived based on the Gaussian approximation of the ISI. The numerical evaluation of the theoretical average BER performance was presented to show that the MMSE equalization provides the best BER performance among the three equalization schemes and the OFDM/TDM with MMSE-FDE can achieve a better BER performance than the conventional OFDM. The BER performance of OFDM/TDM is bounded between the conventional OFDM (as upper bound) and the SC (as lower bound). This performance improvement is due to the frequency diversity effect achieved by the MMSE-FDE. The theoretical results were compared with the computer simulation results and a fairly good agreement between the two results was observed.

In this paper, we assumed an ideal linear power amplifier. Distortion and power efficiency loss due to high PAPR was not considered in this paper and it is left as a future work. When channel coding (e.g., turbo coding) is applied, there is a trade-off relationship between the frequency diversity gain and coding gain through $K$. Theoretical analysis of this trade-off is not easy and it is left as another future work.
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Appendix

The variance of ISI is given by

$$2\sigma_{ISI}^2 = \mathbb{E}\left[\left(\frac{1}{N_c} \sum_{n=0}^{N_c-1} S(n) \left\{ \hat{H}(n) - \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right\} \Psi(n; i, k) \right)^2 \right]$$
\[
= \frac{1}{N_c^2} \sum_{n=0}^{N_t-1} \sum_{n'=0}^{N_t-1} E \left[ S(n)S^*(n') \right] \\
\times \left\{ \hat{H}(n) - \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right\} \left\{ \hat{H}(n') - \frac{1}{N_c} \sum_{m'=0}^{N_c-1} \hat{H}(m') \right\}^* \\
\times \Psi(n; i, k)\Psi^*(n'; i, k). \tag{A.1}
\]

Since
\[
E \left[ S(n)S^*(n') \right] = \sum_{r=0}^{N_c-1} \sum_{r'=0}^{N_c-1} E \left[ s(t)s^*(t') \right] \exp \left( -j2\pi \frac{r n - r' n'}{N_c} \right) \tag{A.2}
\]
and assuming \( kN_m \leq t, t' \leq (k + 1)N_m - 1 \), we have
\[
E \left[ S(n)S^*(n') \right] = \frac{2E_s}{T_c} \frac{1}{N_c} E \left[ d^k(i)d^k(i') \right] \times \exp \left( j2\pi \frac{t t' - t n + t' n'}{N_c} \right). \tag{A.3}
\]

Different data symbols are independent and thus, \( E\left[ d^k(i)d^k(i') \right] = \delta(i - i') \), resulting in
\[
E \left[ S(n)S^*(n') \right] = \sum_{r=0}^{N_c-1} \frac{2E_s}{T_c} \frac{1}{N_c} \exp \left( -j2\pi \frac{r n - r' n'}{N_c} \right) \delta(n - n'). \tag{A.4}
\]

Therefore, we have
\[
2\sigma^2_{ISL} = \frac{2E_s}{T_c} \frac{1}{N_c} \sum_{n=0}^{N_t-1} \left| \hat{H}(n) - \frac{1}{N_c} \sum_{m=0}^{N_c-1} \hat{H}(m) \right|^2 \Psi(n; i, k)^2, \tag{A.5}
\]

where
\[
|\Psi(n; i, k)|^2 = \frac{\sin \left( \pi N_m \frac{n - K_i}{N_c} \right)}{N_m \sin \left( \pi \frac{n - K_i}{N_c} \right)} \leq 1. \tag{A.6}
\]

The AWGN noise variance is given by
\[
2\sigma^2_{AWGN} = \frac{1}{N_c^2} \sum_{n=0}^{N_t-1} \sum_{n'=0}^{N_t-1} E \left[ \Pi(n)\Pi^*(n') \right] \cdot w(n)w^*(n')\Psi(n; i, k)\Psi^*(n'; i, k). \tag{A.7}
\]

Since
\[
E \left[ \Pi(n)\Pi^*(n') \right] = \frac{2N_0}{T_c} N_c \delta(n - n'), \tag{A.8}
\]
we have
\[
2\sigma^2_{AWGN} = \frac{2N_0}{T_c} \frac{1}{N_c} \sum_{n=0}^{N_t-1} |w(n)|^2 |\Psi(n; i, k)|^2. \tag{A.9}
\]