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Abstract—When natural disasters strike, the coverage for Internet of Things (IoT) may be severely destroyed, due to the damaged communications infrastructure. Unmanned aerial vehicles (UAVs) can be exploited as flying base stations to provide emergency coverage for IoT, due to its mobility and flexibility. In this paper, we propose multi-antenna transceiver design and multi-hop device-to-device (D2D) communication to guarantee the reliable transmission and extend the UAV coverage for IoT in disasters. Firstly, multi-hop D2D links are established to extend the coverage of UAV emergency networks due to the constrained transmit power of the UAV. In particular, a shortest-path-routing algorithm is proposed to establish the D2D links rapidly with minimum nodes. The closed-form solutions for the number of hops and the outage probability are derived for the uplink and downlink. Secondly, the transceiver designs for the UAV uplink and downlink are studied to optimize the performance of UAV transmission. Due to the non-convexity of the problem, they are first transformed into convex ones and then, low-complexity algorithms are proposed to solve them efficiently. Simulation results reveal performance improvement in the throughput and outage probability by the proposed schemes for UAV wireless coverage of IoT in disasters.
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I. INTRODUCTION

In natural disasters, rescue workers have to keep in touch with the control center and victims; while for the victims, they need to broadcast their locations and receive rescue information. Emergency communication network is a key factor for disaster relief [2]. However, communications infrastructure such as base stations (BSs) may be destroyed. This will cause serious delay to the rescue and recovery operations. To solve this problem, satellite and unmanned aerial vehicle (UAV)-based communications can be considered [3], [4]. In particular, UAVs can act as flying BSs to provide emergency wireless services in disaster affected areas for internet of things (IoT) [5]–[7].

UAV-aided networks can establish wireless interconnections quickly to achieve larger wireless coverage, which has attracted a lot of interests from both academia and industry [8]–[19]. In [8], three typical cases of UAV-aided wireless communications were summarized by Zeng et al., including UAV-aided ubiquitous coverage, UAV-aided relaying, and UAV-aided information dissemination. In [9], Lyu et al. proposed a spiral algorithm to minimize the number of required UAV-mounted mobile base stations to cover all the ground terminals. In [10], energy-efficient UAV communications were achieved through optimizing the UAV’s trajectory by Zeng and Zhang. Zhao et al. proposed a blind beam tracking approach for Ka-band UAV-satellite communication system in [11], in which a hybrid large-scale antenna array is equipped at each UAV. In [12], Cheng did some research on the UAV trajectory at the edges of three adjacent cells to offload traffic for BSs. In [13], UAV assisted secure transmission for scalable videos in hyper-dense networks via caching was studied by Zhao et al. An anomaly detection system was developed by Lu et al. in [14], to prevent the motor of the drone from operating at abnormal temperatures. As effective means, the millimeter-wave and beamforming techniques [20] can also be adopted within the UAV-based networks [15]. Furthermore, a multi-objective path planning framework to explore a suitable path for a UAV operating in a dynamic urban environment was proposed by Yin et al. in [16].

Due to their excellent performances, UAVs have also been utilized in emergency wireless networks for disaster relief [21]–[24]. In [21], UAV-assisted disaster management applications were identified by Erdelj and Natalizio, and some related open research issues were discussed. In [22], a distributed and expandable architecture was proposed by Mase and Okada to provide message communication service to nodes in a wide disaster-affected area. Moreover, a deployment approach based on the combination of global and local search was exploited by Reina et al., to achieve optimal positioning of UAVs in disasters [23]. Meanwhile, in [24], UAV flying paths that can adapt to disaster condition and satisfy the energy constraint
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simultaneously were presented by Christy et al.

Although there are some advantages of using UAVs as flying BSs, many technical challenges still exist, including interference management, energy constraint and coverage limitation, etc. In particular, the disaster area may be very large, but the wireless coverage of UAV is limited due to insufficient battery. Thus, to overcome these challenges, multi-hop device-to-device (D2D) communications can be leveraged to assist the UAV to extend its wireless coverage effectively [25]–[30]. In a disastrous area that cannot be covered directly by the UAV, multi-hop D2D links can be established to relay the signals into its coverage area [31]. Thus, more mobile users can be served by the UAV. In recent years, plenty of research has been conducted on D2D communications [32]–[40]. In [32], a resource allocation problem was studied by Feng et al., to maximize the overall network throughput while guaranteeing the quality-of-service (QoS) requirements for D2D users. In [33], Lin et al. proposed a tractable hybrid network model to optimize the D2D spectrum sharing under a weighted proportional for utility function. In [34], the problem of energy-efficient uplink resource sharing over D2D multimedia communications underlying small-cell networks with multiple mobile devices and cellular users was studied by Wu et al. Ban and Jung proposed two fundamental methods of D2D links scheduling in [35], i.e., centralized and distributed. In [36], Li et al. did some excellent research on the content caching in 5G cellular networks relying on social-aware D2D. A novel energy-efficient resource allocation algorithm was proposed by Zhou et al. in [37], via joint channel selection and power allocation. In [38], Ying et al. presented a social trust scheme that enhances the security of mobile social networks with mobile edge computing, caching and D2D. In [39], Mao et al. skillfully proved that the total degrees-of-freedom can achieve its optimum when the D2D links provided equal transmission rate as the original link. In [40], a heterogeneous framework was proposed by Cheng et al. to deliver smart grid data effectively, where D2D is leveraged to offload cellular networks.

In disasters, the wireless coverage of UAVs for IoT should be extended rapidly and effectively and thus, multi-hop D2D is leveraged in this paper to connect the outside mobile devices to the ones that lie in the coverage area. In this way, these devices can be linked to the UAV indirectly. In addition, to guarantee the reliable emergency communications, the transceiver of UAV is designed to optimize the spectrum efficiency in the uplink and downlink, respectively, with the advantages of multi-antenna resource at the UAV fully exploited [41]. The key contributions of this paper are summarized as follows.

- The disaster area is usually very large, however, the wireless coverage of a single UAV is limited due to the battery. Because of the limited resource in the emergency communication of disasters, we cannot deploy many UAVs to provide wireless coverage simultaneously. Thus, in this paper, we consider the UAV BS with fixed location, and the multi-hop D2D is leveraged to extend the coverage of UAV effectively.
- To the best of our knowledge, D2D and transceiver design have not been thoroughly studied in UAV-assisted emergency communications. In this paper, we utilize the multi-hop D2D and transceiver design to extend the wireless coverage and to guarantee the QoS of UAV communications for IoT in disasters.
- Multi-hop D2D is combined with UAV transmission in disasters, through which the mobile devices outside the coverage area can be connected to the UAV effectively. To minimize the number of hops, the shortest-path-routing (SPR) algorithm is designed to establish D2D links for emergency networks. The closed-form expressions of the number of hops and the outage probability are derived for the uplink and downlink.
- The multi-antenna resource of UAV is fully exploited with optimal transceiver design to guarantee reliable communications for both the UAV uplink and downlink. In particular, the transceiver design for the UAV downlink is non-convex, which is transformed into a convex one via convex approximation and solved by the second-order-cone programming (SOCP).

The rest of this paper is organized as follows. In Section II, the system model is presented. Outage probability for single-hop and multi-hop D2D in disasters are derived in Section III. The optimal transceiver designs for uplink and downlink transmission between the UAV and mobile devices are presented in Sections IV and V, respectively. In Section VI, simulation results are shown, followed by the conclusions and future work in Section VII.

Notation: \( \mathbb{C}^{M \times N} \) denotes the space of complex \( M \times N \) matrices. \( \mathbf{A}^\dagger \) represents the conjugate transpose of matrix \( \mathbf{A} \). \( \mathcal{CN}(\mathbf{a}, \mathbf{A}) \) stands for the complex Gaussian distribution with mean \( \mathbf{a} \) and covariance matrix \( \mathbf{A} \). \( \mathbb{E}(\cdot) \) denotes expectation.

II. System Model

We consider a circular disaster area with radius \( \bar{R} \), in which BSs have been destroyed due to earthquake, flood, etc. Thus, the mobile devices cannot obtain wireless access service from the ground BSs. In this case, a UAV BS with \( M \) antennas is deployed to provide emergency coverage. Assume that the size of the UAV deployed in disasters is large enough, so that the antennas on it can be deemed as independent with each other. The mobiles are spatially distributed according to homogeneous Poisson Point Processes (PPP), as shown in Fig. 1. The UAV is located at the center of the disaster area with height \( H \) and can provide wireless service to several mobile devices simultaneously. The maximum effective transmission distance between an active device and the UAV can be denoted as

\[
R_{UAV} = \frac{H}{\cos \varphi},
\]

where \( \varphi \) is the maximum angle between UAV and device. In addition, the mobile devices outside the coverage of UAV cannot connect to it directly, due to the limited transmit power of UAV and the device. In order to extend the coverage of UAV effectively, multi-hop D2D transmission is utilized to connect the devices outside with those inside. We assume that a D2D link can be established only when the distance between D2D transceivers is less than \( r \). When the distance
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node at the UA V can be denoted as

\[
\mathbf{h}_{\text{up}} \in \mathbb{C}^{M \times 1} \text{ is the small-scale channel fading vector between the }
\text{UA V and the kth D2D source node. } d_{\text{kj}} \text{ is the distance between the UA V and the kth D2D }
\text{source node. } \mathbf{v}_k \in \mathbb{C}^{M \times 1} \text{ is the prevectoring of the kth D2D source node at the UA V, with }
\sum_{k \in S_{DN}} ||\mathbf{v}_k||^2 \leq P_{\text{sum}}, \text{ where } P_{\text{sum}} \text{ is the transmit power constraint of the }
\text{UA V. } \bar{x}[k] \text{ is the unit power signal transmitted from the UA V to the kth mobile device. Then, the received SINR at the kth mobile device can be calculated as}
\[
\text{SINR}_D^{[k]} = \frac{||\mathbf{h}^{[k]}||^2}{\sum_{j \in S_{DN}, j \neq k} ||\mathbf{h}^{[j]}||^2 + \sigma^2}.
\]

Thus, all the messages from the active devices can be delivered to the UA V through destination nodes in the uplink of multi-hop D2D, and the desired signal from the kth destination node at the UA V can be denoted as

\[
y^{[k]} = u^{[k]} h^{[k]} x^{[k]} + \sum_{j \in S_{DN}, j \neq k} h^{[j]} x^{[j]} + n_0,
\]

where \( h^{[j]} = \sqrt{\rho_1 d_{\text{kj}}^{-\alpha_1}} h_{\text{up}}^{[j]} \) \( h_{\text{up}}^{[j]} \in \mathbb{C}^{M \times 1} \) is the small-scale channel fading vector between the jth D2D destination node and the UA V. \( d_{\text{kj}} \) is the distance between the jth D2D destination node and the UA V. \( \rho_1 \) and \( \alpha_1 \) indicate the channel power gain at the reference distance and the path-loss exponent between the UA V and ground nodes, respectively. \( u^{[k]} \in \mathbb{C}^{M \times 1} \) denotes the decoding vector of the kth destination node at the UA V, with \( ||u^{[k]}||^2 = 1 \). \( x^{[j]} \) is the signal transmitted by the jth D2D destination node. \( n_0 \) represents the additive white Gaussian noise (AWGN) satisfying distribution \( \mathcal{CN}(0, \sigma^2) \) at the UA V. \( S_{DN} \) is the set that contains the D2D destination nodes in the uplink or source nodes in the downlink that communicate with the UA V, which should be less than or equal to \( N \). Then, the received signal-to-interference-plus-noise ratio (SINR) at the UA V from the kth destination node can be expressed as

\[
\text{SINR}_{UA V}^{[k]} = \frac{P^{[k]} ||u^{[k]}||^2}{\sum_{l \in S_{DN}, l \neq k} P^{[l]} ||u^{[l]}||^2 + \sigma^2},
\]

where \( P^{[k]} \) is the transmit power of the kth D2D destination.

On the other hand, when the UA V delivers message to the source nodes in the downlink of multi-hop D2D, the desired signal at the kth D2D source node can be denoted as

\[
y^{[k]} = g^{[k]} v^{[k]} z^{[k]} + \sum_{j \in S_{DN}, j \neq k} g^{[j]} v^{[j]} z^{[j]} + n_0, \]

where \( g^{[k]} = \sqrt{\rho_2 d_{\text{kj}}^{-\alpha_2}} g_{\text{down}}^{[k]} \) \( g_{\text{down}}^{[k]} \in \mathbb{C}^{1 \times M} \) is the small-scale channel fading vector between the UA V and the kth D2D source node. \( d_{\text{kj}} \) is the distance between the UA V and the kth D2D source node. \( v^{[k]} \in \mathbb{C}^{1 \times M} \) is the i.i.d. small-scale channel fading vector from the jth D2D transmitter to the kth D2D receiver in the downlink. Meanwhile, \( g^{[j]} \) is the signal transmitted by the kth D2D transmitter. \( S_I \) is the set that includes the D2D transmitters that may generate interference to the kth D2D receiver in the same cluster. Therefore, the SINR at the kth D2D receiver can be denoted as

\[
\text{SINR}_{UL}^{[k]} = \frac{P^{[k]} ||g^{[k]}||^2}{\sum_{n \in S_I} P^{[n]} ||g^{[n]}||^2 + \sigma^2},
\]

where \( g^{[kk]} \) is the signal transmitted by the kth D2D transmitter. In addition, for a specific downlink of multi-hop D2D, the desired signal at the kth D2D receiver can be presented as

\[
y^{[k]} = h^{[kk]} z^{[k]} + \sum_{j \in S_I} h^{[j]} z^{[j]} + n_0,
\]

where \( h^{[kk]} = \sqrt{\rho_2 d_{\text{kj}}^{-\alpha_2}} h_{\text{up}}^{[k]} \) \( h_{\text{up}}^{[k]} \in \mathbb{C}^{1 \times M} \) is the small-scale channel fading vector from the jth D2D transmitter to the kth D2D receiver in the uplink, which is identically and independently distributed (i.i.d.). \( d_{\text{kj}} \) is the distance between the jth D2D transmitter to the kth D2D receiver. \( \rho_2 \) and \( \alpha_2 \) indicate the channel power gain at the reference distance and the path-loss exponent between ground nodes, respectively. \( z^{[k]} \) is the signal transmitted by the kth D2D transmitter. In addition, as for a specific downlink of multi-hop D2D, the UA V will communicate with its source node, and the desired signal at the kth D2D receiver can be denoted as

\[
y^{[k]} = \hat{h}^{[kk]} z^{[k]} + \sum_{j \in S_I} \hat{h}^{[j]} z^{[j]} + \sum_{l \in S_{DN}} g^{[l]} \bar{x}^{[l]} + n_0,
\]

where \( \hat{h}^{[kk]} = \sqrt{\rho_2 d_{\text{kj}}^{-\alpha_2}} h_{\text{down}}^{[k]} \) \( h_{\text{down}}^{[k]} \) is the i.i.d. small-scale channel fading vector from the jth D2D transmitter to the kth D2D receiver in the downlink. Meanwhile, \( g^{[l]} \) is the signal transmitted to the kth mobile device through destination nodes in the uplink of multi-hop D2D, the desired signal at the kth D2D source node can be denoted as

\[
y^{[k]} = y^{[k]} + \sum_{j \in S_I} u^{[j]} y^{[j]} + \sum_{l \in S_{DN}} y^{[l]},
\]
transmitted by the $k$th D2D transmitter, $\hat{S}_I$ is the set that includes the D2D transmitters that may generate interference to the $k$th D2D receiver in the same cluster. Thus, the SINR at the $k$th D2D receiver can be expressed as

$$\text{SINR}^{[k]}_{\text{DL}} = \frac{\hat{P}^{[k]}g^{[kk]}}{\sum_{n \in \hat{S}_I} P[n]g^{[kn]} + \sum_{i \in S_{DN}} |\mathbf{g}^{[i]}|^2 + \sigma^2},$$  

(9)

where $g^{[kk]} = |h^{[kk]}|^2$.

In this paper, the shortest-path-routing (SPR) algorithm is first designed to establish the multi-hop D2D links to extend the wireless coverage of UAV with minimum number of hops, and the outage probability of multi-hop D2D links is analyzed. Then, the transceiver of the UAV is optimized to guarantee the emergency transmission performance of the UAV uplink and UAV downlink, respectively.

III. MULTI-HOP D2D ESTABLISHMENT

In this section, the SPR algorithm is designed to establish multi-hop D2D links effectively and rapidly with minimum number of hops. In addition, closed-form expressions of outage probability for multi-hop D2D are theoretically derived considering the interference from the UAV and other D2D links in the same cluster, for both uplink and downlink.

A. Outage Probability of a Single Hop

To derive the outage probability of multi-hop D2D, the expectation of outage probability for a specific single-hop D2D link is first obtained in this subsection. We consider two randomly located devices that wish to communicate with each other. The distance between these two devices is $\hat{r} (\hat{r} \leq r)$, where $r$ is the maximal distance between a specific D2D transmitter and its receiver. The outage probability of a D2D link can be defined as the probability that the average received SINR $\gamma$ falls below a specific threshold $\varepsilon$, i.e., $\mathcal{P} (\gamma < \varepsilon)$. According to [42], the whole network can be divided into 2 tiers, i.e., the D2D and UAV tiers. As for the uplink of the multi-hop D2D links, the interference at the D2D receivers comes from the AWGN and nearby active D2D transmitters in the same cluster. Then, the probability of successful D2D transmission for the $k$th D2D receiver in the $l$th cluster with Rayleigh fading can be given by

$$\mathcal{P}^U_L (\gamma_k > \varepsilon_l) = \exp \left[ -\frac{\varepsilon_l}{\text{SNR}_{UL}} \lambda^U_D \hat{r}^2 B_l (\varepsilon_l, \alpha) \right],$$

(10)

where $\text{SNR}_{UL} = \frac{\hat{P}^{[k]}g^{[kk]}}{\lambda^U_D}$, $\alpha$ is the path-loss exponent, $\hat{r}_k$ is the distance between the $k$th D2D transmitter and its receiver, and $B_l (\varepsilon_l, \alpha)$ can be expressed as

$$B_l (\varepsilon_l, \alpha) = \varepsilon_l^2 \int_0^\infty \frac{1}{1 + u^{\alpha/2}} du.$$

(11)

Moreover, as for the downlink of multi-hop D2D, the UAV will communicate with its source node, and the interference at the D2D receivers comes from the AWGN, the nearby active D2D transmitters in the same cluster, and the UAV. Then, the probability of successful D2D transmission for the $k$th D2D receiver in the $l$th cluster with Rayleigh fading can be expressed as

$$\mathcal{P}^D_L (\gamma_k > \varepsilon_l) = \exp \left[ -\frac{\varepsilon_l}{\text{SNR}_{DL}} \lambda^D_D \hat{r}^2 B_l (\varepsilon_l, \alpha) \right],$$

and

$$\mathcal{P}^D_L (\gamma_k > \varepsilon_l) = \exp \left[ -\frac{\varepsilon_l}{\text{SNR}_{DL}} \lambda^D_D \hat{r}^2 B_l (\varepsilon_l, \alpha) \right].$$

Thus, the outage probability of uplink and downlink for the $k$th D2D link in the $l$th cluster can be derived as

$$\mathcal{P}^U_L (\gamma_k > \varepsilon_l) = 1 - \mathcal{P}^U_L (\gamma_k > \varepsilon_l)$$

and

$$\mathcal{P}^D_L (\gamma_k > \varepsilon_l) = 1 - \mathcal{P}^D_L (\gamma_k > \varepsilon_l).$$

In the $l$th cluster with $N^{[l]}$ devices and PPP density $\lambda^N_D$, the cumulative distribution function (CDF) of the distance $\hat{r}$ between the D2D transceiver can be denoted as

$$F_\hat{r} (\hat{r}) = 1 - e^{-(N^{[l]}-1)\lambda^N_D \hat{r}^2}.$$  

(17)

Then, the probability density function (PDF) of the distance $\hat{r}$ of a D2D link can be presented as

$$f_\hat{r} (\hat{r}) = \frac{\partial F_\hat{r} (\hat{r})}{\partial \hat{r}} = 2\pi \hat{r} (N^{[l]} - 1) \lambda^N_D e^{-(N^{[l]}-1)\lambda^N_D \hat{r}^2}.$$  

(18)

Thus, the average outage probability of uplink and downlink of the $k$th D2D link in the $l$th cluster can be expressed as

$$\mathcal{E}^{U}_L = 1 - \int_0^{\infty} \mathcal{P}^U_L (\gamma_k > \varepsilon_l) f_\hat{r} (\hat{r}) d\hat{r}$$

and

$$\mathcal{E}^{D}_L = 1 - \int_0^{\infty} \mathcal{P}^D_L (\gamma_k > \varepsilon_l) f_\hat{r} (\hat{r}) d\hat{r}$$

where

$$\mathcal{E}^{U}_L = \frac{N^{[l]} - 1}{B_l (\varepsilon_l, \alpha) + (N^{[l]} - 1)},$$

and

$$\mathcal{E}^{D}_L = \frac{N^{[l]} - 1}{B_l (\varepsilon_l, \alpha) \left[ 1 + \lambda^U_D \left( \frac{P_{sum}}{P^{D[k]}_U} \right)^{2} \right] + (N^{[l]} - 1)}.$$
B. Outage Probability of Multi-hop

In disasters, only a part of the mobile devices can be utilized to establish the multi-hop D2D links, due to the power limitation of each node and the shortage in power supply. Thus, to make full use of the resource and to save energy, the SPR algorithm is designed and utilized in disasters to establish the D2D links with minimum number of hops. In the algorithm, each active mobile device has knowledge of its own location and that of the destination node. With the help of the SPR algorithm, only the minimum number of hops is needed with relatively low outage probability and energy consumption. The SPR algorithm can be described step-by-step as follows, which is also shown in Fig. 2.

Step 1): In each cluster, a specific D2D transmitter can perform reliable transmission to a D2D receiver within the distance $r$, i.e., a D2D link only can be established effectively within a coverage radius $r$ and a limited angle $\theta$ of the transmission direction.

Step 2): A device can be selected to perform as a relay node if it is much closer to the destination than all the other devices. Meanwhile, the selected device also needs to be closer to the line from the source to the destination.

Step 3): Due to the fact that several devices may want to send message to a certain selected node simultaneously, the device with the highest channel gain will transmit to that node, and others need to find some suboptimal ones. Nevertheless, if a certain device cannot find a proper relay node, it has to wait until a suitable node is available.

Step 4): Repeat steps 1) to 3) until the destination node can obtain all the messages.

Based on the SPR algorithm described above, the multi-hop D2D links can be established efficiently and rapidly with minimum number of hops. Due to the fact that different distributions may lead to different number of hops, to obtain the average outage probability of multi-hop D2D, the average number of hops is first derived. We assume that the reliable constraint of successful D2D transmission of uplink and downlink for each hop can be defined as $\phi_{UL}$ and $\phi_{DL}$, respectively. Meanwhile, assume that the average transmit power allocated to each D2D node is $P$. Then, we can obtain the average probability of successful transmission in the uplink and downlink for each hop as

$$P_{UL}(\gamma > \varepsilon) = \exp \left[ -\lambda_D \pi r_{UL}^2 B(\varepsilon, \alpha) \right] = \phi_{UL}, \quad (21)$$

and

$$P_{DL}(\gamma > \varepsilon) = \exp \left\{ - \left[ \lambda_D + \lambda_{UAV} \left( \frac{P_{sum}}{P} \right)^{\frac{2}{\gamma}} \right] B(\varepsilon, \alpha) \pi r_{DL}^2 \right\} = \phi_{DL}, \quad (22)$$

where $r_{UL}$ and $r_{DL}$ are the average distances of a single D2D hop corresponding to the reliable constraint $\phi_{UL}$ and $\phi_{DL}$, respectively. Then, we can derive $\bar{r}_{UL}$ and $\bar{r}_{DL}$ as

$$\bar{r}_{UL} = \sqrt{\frac{\ln(1/\phi_{UL})}{\lambda_D \pi B(\varepsilon, \alpha)}}, \quad (23)$$

and

$$\bar{r}_{DL} = \sqrt{\frac{\ln(1/\phi_{DL})}{\left[ \lambda_D + \lambda_{UAV} \left( \frac{P_{sum}}{P} \right)^{\frac{2}{\gamma}} \right] \pi B(\varepsilon, \alpha)}}, \quad (24)$$

According to (23) and (24), the average number of hops can be obtained as

$$J_{UL} = \left[ \frac{R}{\bar{r}_{UL}} \right] = \left[ \frac{R \sqrt{\lambda_D \pi B(\varepsilon, \alpha)}}{\ln(1/\phi_{UL})} \right], \quad (25)$$

and

$$J_{DL} = \left[ \frac{R}{\bar{r}_{DL}} \right] = \left[ \frac{R \sqrt{\left[ \lambda_D + \lambda_{UAV} \left( \frac{P_{sum}}{P} \right)^{\frac{2}{\gamma}} \right] B(\varepsilon, \alpha)}}{\ln(1/\phi_{DL})} \right], \quad (26)$$

where $R$ is the distance between the source and destination of the multi-hop D2D link, and $\lceil \cdot \rceil$ represents the ceiling function.

Therefore, based on the average outage probability for the $k$th D2D link of the $l$th cluster in (19) and (20), the average outage probability of the uplink and downlink of multi-hop D2D in the $l$th cluster can be obtained as a function of the successful probability for each hop as

$$P^{UL}_{D2D, \text{out}} = 1 - \prod_{k=1}^{J_{UL}} \left( 1 - \bar{\varepsilon}_{UL}^{[k]} \right) = 1 - \prod_{k=1}^{J_{UL}} \int_{0}^{\bar{r}_{UL}} P(\gamma_k > \varepsilon_l) f_r(\bar{r}) d\bar{r} \quad (27)$$

$$= 1 - \prod_{k=1}^{J_{UL}} \phi_{UL} \left( 1 - \exp \left( - \left( \frac{N^2 - 1}{B_l(\varepsilon_l, \alpha)} \right) \right) \right),$$

and

$$P^{DL}_{D2D, \text{out}} = 1 - \prod_{k=1}^{J_{DL}} \left( 1 - \bar{\varepsilon}_{DL}^{[k]} \right) = 1 - \prod_{k=1}^{J_{DL}} \phi_{DL} \left( 1 - \exp \left( - \left( \frac{N^2 - 1}{B_l(\varepsilon_l, \alpha)} \right) \right) \right).$$
and
\[
\mathcal{P}_{D2D_{out}}^{DL} = 1 - \prod_{k=1}^{J_{DL}} \left( 1 - \hat{\delta}_{DL}^{[k]} \right) \\
= 1 - \prod_{k=1}^{J_{DL}} \int_{0}^{\bar{f}_{DL}} \mathcal{P}(\gamma_k > \varepsilon) f_r(\bar{r}) d\bar{r} \\
= 1 - \prod_{k=1}^{J_{DL}} \phi_{DL} \left( 1 - \exp \left( - \frac{(N[1] - 1) \ln(1/\phi_{DL})}{1 + \frac{\Delta_{UL}}{\Delta_{AV}} \left( \frac{P_{\min}}{P[1]} \right)^{1/2} B_1(\varepsilon_1, \alpha)} \right) \right),
\]
where \( \hat{\delta}_{UL}^{[k]} \) and \( \hat{\delta}_{DL}^{[k]} \) are the expectation of the outage probability of the \( k \)th D2D link whose average distance are \( \bar{r}_{UL} \) and \( \bar{f}_{DL} \), respectively.

IV. OPTIMAL TRANSCEIVER DESIGN FOR UAV UPLINK

In this section, we propose an optimal transceiver design scheme to maximize the sum rate of uplink transmission between the destination nodes of multi-hop D2D links and the UAV. The objective function of the problem is presented first, and then, an optimization algorithm based on the maximization of the received SINR is proposed to calculate its solutions effectively.

A. Problem Formulation

In the UAV uplink, the D2D destination nodes within the wireless coverage will deliver all the message from the active devices in the multi-hop D2D links of its own cluster to the UAV simultaneously, and thus interference will appear between these destination nodes at the UAV. To effectively manage the interference and improve the transmission performance, the decoding vectors of these destination nodes should be jointly designed.

For the \( k \)th destination node, the received rate at the UAV can be expressed as follows based on (3).
\[
R^{[k]} = \log_2 \left( 1 + \text{SINR}_{UAV}^{[k]} \right) \\
= \log_2 \left( 1 + \frac{P \left| \mathbf{u}^{[k]} \right| \left| \mathbf{h}^{[k]} \right|^2}{\sum_{l \in S_{DN}, l \neq k} P \left| \mathbf{u}^{[k]} \right| \left| \mathbf{h}^{[l]} \right|^2 + \sigma^2} \right).
\]

In (29), the transmit power of all the destination nodes is assumed to be the same, i.e., \( P^{[k]} = P, \forall k \in S_{DN} \). This is due to the fact that it is difficult to perform power allocation at the destination nodes in disasters. Especially, if the transmit power is centrally controlled, the power consumption of the limited-battery UAV will increase by transmitting additional control signals. If the transmit power is controlled in a distributed manner, the channel state information (CSI) of all the other destinations should be fed back from UAV to each node, which will also cause high power consumption of the UAV.

To maximize the sum rate at the UAV with the minimum rate of each node guaranteed, (P1) can be presented as
\[
\begin{align*}
\text{(P1) } & \max_{\mathbf{u}^{[k]}} \sum_{k \in S_{DN}} R^{[k]} \\
& \text{s.t. } \left\| \mathbf{u}^{[k]} \right\|^2 = 1, \ \forall k \in S_{DN}, \\
& R^{[k]} \geq \delta^{[k]}, \ \forall k \in S_{DN},
\end{align*}
\]
where \( \delta^{[k]} \) is rate threshold of the \( k \)th destination node that should be guaranteed.

From (P1), we can see that it is non-convex, which is difficult to solve. In the next subsection, we propose an effective optimization algorithm to calculate its solutions through maximizing the SINR.

B. Optimization Algorithm for (30)

(P1) can be reformulated through introducing an auxiliary variable as
\[
\begin{align*}
\max_{\mathbf{u}^{[k]}} \sum_{k \in S_{DN}} \left( \log_2 \left( 1 + \text{SINR}_{UAV}^{[k]} \right) \right) \\
& \text{s.t. } \left\| \mathbf{u}^{[k]} \right\|^2 = 1, \ \forall k \in S_{DN}, \\
& \text{SINR}_{UAV}^{[k]} \geq s_k - 1 = \tilde{s}_k, \ \forall k \in S_{DN},
\end{align*}
\]
where \( s_k \) is the SINR corresponding to the threshold \( \delta^{[k]} \) of the \( k \)th destination node. Obviously, (31) can be changed into
\[
\begin{align*}
\max_{\mathbf{u}^{[k]}} \prod_{k \in S_{DN}} s_k \\
& \text{s.t. } \left\| \mathbf{u}^{[k]} \right\|^2 = 1, \ \forall k \in S_{DN}, \\
& \frac{P \left| \mathbf{u}^{[k]} \right| \left| \mathbf{h}^{[k]} \right|^2}{\sum_{l \in S_{DN}, l \neq k} P \left| \mathbf{u}^{[k]} \right| \left| \mathbf{h}^{[l]} \right|^2 + \sigma^2} \geq \tilde{s}_k, \ \forall k \in S_{DN}.
\end{align*}
\]

Assume that the number of active users in set \( S_{DN} \) is \( N \). To solve the problem (32), we can decompose the problem into \( N \) feasible subproblems, and the \( k \)th corresponding subproblem can be expressed as
\[
\begin{align*}
\max_{\mathbf{u}^{[k]}} s_k \\
& \text{s.t. } \left\| \mathbf{u}^{[k]} \right\|^2 = 1, \ \forall k \in S_{DN}, \\
& \frac{P \left| \mathbf{u}^{[k]} \right| \left| \mathbf{h}^{[k]} \right|^2}{\sum_{l \in S_{DN}, l \neq k} P \left| \mathbf{u}^{[k]} \right| \left| \mathbf{h}^{[l]} \right|^2 + \sigma^2} \geq \tilde{s}_k, \ \forall k \in S_{DN}.
\end{align*}
\]

From (33), we can know that the \( k \)th subproblem is equivalent to the problem in [43], which aims to maximize \( \text{SINR}_{UAV}^{[k]} \) with respect to \( \mathbf{u}^{[k]} \). The received SINR at the UAV from the \( k \)th destination node in (3) can be rewritten as
\[
\text{SINR}_{UAV}^{[k]} = \frac{P \left| \mathbf{u}^{[k]} \right| \left| \mathbf{h}^{[k]} \right|^2 \left| \mathbf{h}^{[k]} \right|^2}{\left| \mathbf{u}^{[k]} \right| \left| \mathbf{Q}^{[k]} \right| \left| \mathbf{u}^{[k]} \right|^2}, \forall k \in S_{DN},
\]
where
\[
\mathbf{Q}^{[k]} = \sum_{l \in S_{DN}, l \neq k} P \left| \mathbf{h}^{[l]} \right|^2 + \sigma^2 I^{[k]}.
\]

Then, the optimal solution of \( \mathbf{u}^{[k]} \) that maximizes \( \text{SINR}_{UAV}^{[k]} \)
can be derived as
\[ u[k]^* = \left( Q[k] \right)^{-1} h[k] \| \left( Q[k] \right)^{-1} h[k] \|, \quad \forall k \in S_{DN}. \] (36)

Thus, (P1) in (30) can be solved by calculating the decoding vector in (36) \( N \) times, with relatively low computational complexity. In addition, the interference is not eliminated perfectly at the UAV according to (30), and the sum rate is maximized instead. Nevertheless, the reliable performance can be guaranteed in (30), only when enough antennas to perform perfect interference elimination are equipped at the UAV, i.e., \( M \geq N \).

When considering the more complex UAV downlink, the precoding vectors should be jointly optimized with transmit power considered, which will be presented in the next section.

V. OPTIMAL TRANSCIEVER DESIGN FOR UAV DOWNLINK

In this section, we propose an optimal transceiver design scheme to maximize the sum rate of the downlink transmission between the UAV and the source nodes of multi-hop D2D links. The objective function of the problem is presented first, and then, the suboptimal solutions can be calculated based on SOCP.

A. Problem Formulation

In the UAV downlink, the UAV will deliver the message to all the source nodes of multi-hop D2D links simultaneously, and thus interference will appear between these source nodes. To handle the interference effectively, the precoding vectors for these source nodes at the UAV should be jointly designed.

For the \( k \)th source node, its received rate from the UAV can be expressed as follows based on (5).
\[ R_D[k] = \log_2 \left( 1 + \text{SINR}_D[k] \right) = \log_2 \left( 1 + \frac{|g[k] v[k]|^2}{\sum_{j \in S_{DN}, j \neq k} |g[k] v[j]|^2 + \sigma^2} \right). \] (37)

To maximize the sum rate of all the D2D source nodes, with the minimum rate of each node and transmit power constraint of UAV guaranteed, the optimization problem (P2) can be expressed as
\[ (P2) \max_{v[k]} \sum_{k \in S_{DN}} R_D[k] \] s.t. \[ R_D[k] \geq \tilde{\delta}_k, \quad \forall k \in S_{DN}, \] \[ \sum_{k \in S_{DN}} \| v[k] \|^2 \leq P_{sum}, \quad \forall k \in S_{DN}, \] (38c)
where \( \tilde{\delta}_k \) is the rate threshold of the \( k \)th source node that should be guaranteed, and \( P_{sum} \) denotes the transmit power constraint of the UAV.

From the problem (P2), we can know that (38) is non-convex and its global optimum is difficult to achieve. In the next subsection, we first transform it into a convex one through convex approximation, and then, derive its suboptimal solutions.

B. Optimization Algorithm for (38)

In this section, an optimization algorithm is proposed to derive the suboptimal solution of problem (P2). First, (P2) can be reformulated through introducing an auxiliary variable as
\[ (P2) \max_{v[k], \tilde{s}_k} \sum_{k \in S_{DN}} \log_2 (\tilde{s}_k) \] s.t. \[ \frac{|g[k] v[k]|^2}{\tilde{s}_k - 1} \geq \sum_{j \in S_{DN}, j \neq k} |g[k] v[j]|^2 + \sigma^2, \] \[ \sum_{k \in S_{DN}} \| v[k] \|^2 \leq P_{sum}, \] (39c)
where \( \tilde{s}_k \) is the SINR corresponding to the rate threshold \( \tilde{\delta}_k \) of the \( k \)th source node.

Obviously, (39) is equivalent to
\[ \max_{v[k], \tilde{s}_k} \prod_{k \in S_{DN}} \tilde{s}_k \] s.t. \[ \frac{|g[k] v[k]|^2}{\tilde{s}_k - 1} \geq \sum_{j \in S_{DN}, j \neq k} |g[k] v[j]|^2 + \sigma^2, \] \[ \sum_{k \in S_{DN}} \| v[k] \|^2 \leq P_{sum}. \] (40c)

Although \( \mathcal{G}_1 = \frac{|g[k] v[k]|^2}{\tilde{s}_k - 1} \) and \( \mathcal{G}_2 = \sum_{j \in S_{DN}, j \neq k} |g[k] v[j]|^2 + \sigma^2 \) in (40b) are convex, \( \mathcal{G}_1 - \mathcal{G}_2 \geq 0 \) is not. Thus, we can know that (40b) is still not convex in the form of \( \mathcal{G}_1 - \mathcal{G}_2 \). Nevertheless, based on the constrained concave convex procedure in [44], the function \( \mathcal{G}_1 - \mathcal{G}_2 \) can be expressed with its corresponding first-order Taylor expansion approximately. Thus, these constraints can be converted into convex ones. Before introducing the conversion, Lemma 1 is presented as follows.

**Lemma 1:** Consider a quadratic-over-linear function as
\[ f(x, z) = \frac{b^t x}{z - c}, \] (41)
in which \( B = b b^t \geq 0 \) and \( c \) is a constant. We can obtain the first-order Taylor expansion of (41) as follows.
\[ Q(x, z, \tilde{x}, \tilde{z}) = \frac{2Re (\tilde{x} b b^t x)}{\tilde{z} - c} - \frac{b^t b x}{(\tilde{z} - c)^2} (z - c), \] (42)
which can meet the condition of \( \mathcal{F}(x, z) \geq Q(x, z, \tilde{x}, \tilde{z}) \).

**Proof:** The first-order Taylor expansion of \( \mathcal{F}(x, z) \) can be obtained as
\[ Q(x, z, \tilde{x}, \tilde{z}) = \mathcal{F}(\tilde{x}, \tilde{z}) + \partial_x \mathcal{F}(\tilde{x}, \tilde{z}) (x - \tilde{x}) + \partial_z \mathcal{F}(\tilde{x}, \tilde{z}) (z - \tilde{z}) = \frac{b^t b x}{(\tilde{z} - c)^2} (z - c) + \frac{2 b^t b b^t x}{\tilde{z} - c} (x - \tilde{x}). \] (43)

Owing to the equality \( b^t b^t x = \frac{b^t b b^t x}{\tilde{z} - c} (z - c) \), (43) can be rewritten as
\[ Q(x, z, \tilde{x}, \tilde{z}) = \frac{2 b^t b b^t x}{\tilde{z} - c} - \frac{b^t b x}{(\tilde{z} - c)^2} (z - c). \] (44)

For easy calculation, \( x^t b b^t x \) can be replaced by \( Re(x^t b b^t x) \) approximately, and thus, we can change the first-order Taylor
The expansion of (44) into

\[
Q(x, z, \tilde{x}, \tilde{z}) = \frac{2Re(x^\dagger b b^\dagger x)}{\tilde{z} - c} - \frac{\tilde{x}^\dagger b b^\dagger \tilde{x}}{(\tilde{z} - c)^2} (z - c).
\]  

(45)

Therefore, we can conclude that \( F(x, z) \geq Q(x, z, \tilde{x}, \tilde{z}) \), according to the first-order convex condition.

Based on Lemma 1, as for (40b), we can define

\[
F_1(\mathbf{v}[k], \tilde{s}_k) = \frac{\mathbf{g}[k]^\dagger \mathbf{v}[k] \mathbf{v}[k] \mathbf{g}[k]^\dagger}{\tilde{s}_k - 1}.
\]  

(46)

The first-order Taylor expansion of (46) at a specific point \((\mathbf{v}[k], \tilde{s}_k)\) can be approximated as

\[
Q_1(\mathbf{v}[k], \tilde{s}_k, \mathbf{v}[k], \tilde{s}_k) = \frac{2Re(\mathbf{g}[k]^\dagger \mathbf{g}[k] \mathbf{v}[k] \mathbf{v}[k] \mathbf{g}[k]^\dagger)}{\tilde{s}_k - 1} - \frac{\mathbf{v}[k]^\dagger \mathbf{g}[k]^\dagger \mathbf{v}[k]}{(\tilde{s}_k - 1)^2} (\tilde{s}_k - 1).
\]  

(47)

Based on the above derivation, we can replace the lower bound in (47) in the left side of (40b). Then, the constraint of (40b) can be changed into a convex one. In addition, we can observe that (40a) is expressed as a product of \(\tilde{s}_k\), which can also be changed into the form of SOCP to further reduce its complexity. Therefore, we first review a lemma in [45] as follows.

**Lemma 2:** The hyperbolic constraints of a convex problem can be expressed as SOCPs via the following fact: \(d^2 \leq e f, e \geq 0, f \geq 0 \iff \|2d, e - f\| \leq e + f.\)

Thus, based on the result of Lemma 2, we can change (40a) into a series of constraints (48a)-(48d) in the form of second-order cone (SOC). Accordingly, with all the approximations and transformations derived above, we can rewritten (40) as a SOCP problem, which is presented as (48), in which \(\Gamma_{1k}\) can be expressed as

\[
\Gamma_{1k} = Q_1(\mathbf{v}[k], \tilde{s}_k, \mathbf{v}[k], \tilde{s}_k) - \sigma^2.
\]  

(49)

In (38b), \(C = \left[\log_2 \tilde{N}\right]\), and let \(\tilde{s}_j = 1\) for the case of \(\tilde{N} < 2^C\), where \(j = \left\{\tilde{N} + 1, \ldots, 2^\left[\log_2 \tilde{N}\right]\right\}\). Then, \((\mathbf{v}[k], \tilde{s}_k)\) are set as the initial values, and thus, the solutions to the SOCP problem in (38) can be calculated via existing toolboxes. Note that, we can obtain only a feasible solution of \(\mathbf{v}[k]\) via solving (38), and the suboptimal solution \(\mathbf{v}[k]^*_s\) can be calculated by iteration, which will be illustrated in the next subsection.

**C. Proposed SOCP Algorithm**

According to the results in Subsection V-B, an optimization algorithm with the help of SOCP is proposed to obtain the solutions to (38) in the optimal transceiver design scheme for UAV downlink, as summarized in Algorithm 1. According to

Algorithm 1: SOCP Algorithm for (38)

1. Set \(N\) as the maximum iterations. Determine the feasible values of \((\mathbf{v}[k], \tilde{s}_k)\) for (48) randomly.
2. **Repeat**
3. Solve (48) via existing toolboxes, and thus, calculate the solutions of \((\mathbf{v}[k], \tilde{s}_k)\).
4. Replace \((\mathbf{v}[k], \tilde{s}_k)\) with \((\mathbf{v}[k]^*_s, \tilde{s}_k^*_s)\).
5. \(n = n + 1\).
6. **Until** \(n = N\).
7. **Output:** \((\mathbf{v}[k]^*_s, \tilde{s}_k^*_s)\).

[44] Algorithm 1 is convergent. When the proper initial values are set, we can always obtain a local suboptimal solution to (38).

In addition, the interference is not perfectly zero-forced at each device by the UAV according to (38), and the sum rate is maximized instead. Nevertheless, the reliable performance can be guaranteed in (38), only when enough antennas to perform perfect zero-forcing are equipped at the UAV, i.e., \(M \geq \tilde{N}\).
VI. SIMULATION RESULTS AND DISCUSSION

In this section, the performances of the proposed schemes are simulated. Consider a UAV aided wireless network for IoT, in which all the ground devices are homogeneous PPP distributed in a circular disaster area with radius $R = 200$ m. The UAV is deployed at the center of the area with height $H = 50$ m. The maximum angle of transmit antennas $\varphi = 60^\circ$. The area is divided into 6 clusters, i.e. $N = 6$. The radius of each cluster is 50 m.

A. Number of D2D Hops

To extend the wireless coverage of the UAV, we design the SPR algorithm to select proper nodes and establish the multi-hop D2D links. The simulation results of the minimum number of hops that is needed to establish the multi-hop D2D link in the SPR algorithm is shown in Table I for both uplink and downlink, comparing with the distributed algorithm in [35], when the distance between the source node and destination node $R$ is varying. In the simulation, we set $\theta = 120^\circ$, $r = 10$ m, $P_{sum} = 10$ mW, and $\lambda_D = 0.001$. $\sigma^2$ is set to -110 dBm according to [46], which can be ignored when calculating the outage probability. The available nodes in the cluster is $N = 100$. In addition, to save energy for each device in disasters, the transmit power of each D2D node is assumed to be as low as $P = 1$ mW to prolong the battery of each D2D node. From the results, we can know that the SPR algorithm can achieve reliable performance with much less number of D2D nodes, which is very important for the emergency communications in disasters with limited energy supply. In addition, as the distance between the transmitter and receiver of each D2D link is set to be no longer than $r = 10$ m, the minimum number of D2D nodes to connect the source and destination with $R = 100$ m is 10. From Table I, we can also see that in our proposed SPR algorithm, only 10 D2D nodes and 12 D2D nodes are needed to establish the multi-hop link for the uplink and downlink with $R = 100$ m, respectively, which is very close to the minimum value of 10. Furthermore, the number of D2D nodes for the downlink is a little larger than that for the uplink, due to the fact that the interference from UAV is considered in the downlink, but not in the uplink.

B. Outage Probability of D2D Links

For the multi-hop D2D link, the relationship between the expected outage probability and the reliable constraint $\phi$ is demonstrated in Fig. 3, for the uplink and downlink. $P_{sum} = 10$ mW, $\lambda_D = 0.001$, $P = 1$ mW, $\varepsilon = -6$ dB, $\sigma^2 = -110$ dBm, and $N = 100$. From the results, we can see that when $\phi_{UL}$ in (21) or $\phi_{DL}$ in (22) becomes larger, the outage probability decreases at first, and then, it increases again. According to (25) and (26), when $\phi$ gets higher, the number of hops becomes larger too, which makes the outage probability become smaller first. However, when $\phi$ tends to 1, the number of hops tends to be extremely large, which makes the outage probability become larger again. When $\phi$ is set about 0.98, the outage probability can achieve its minimum. In addition, we can notice that the outage probability becomes larger with increasing $R$. Furthermore, the outage probability for the downlink is larger than that for the uplink, due to the fact that the interference from UAV is considered in the downlink, but not in the uplink.

In Figs. 4-6, the expected outage probability of the multi-hop D2D link for the uplink and downlink is compared with different values of SINR threshold $\varepsilon$, number of available devices $N$ and transmit power of each device $P$, respectively. $P_{sum} = 10$ mW, $\lambda_D = 0.001$, $P = 1$ mW, $\varepsilon = -6$ dB and $\phi = 0.98$. First, we set $N = 100$ and $P = 1$ mW in Fig. 4. From the results, we can see that the outage probability of D2D links becomes larger, when larger SINR threshold $\varepsilon$ is set. This is due to the fact that the SINR requirement of each D2D link becomes much more difficult to satisfy when $\varepsilon$ is larger. In addition, we can also notice that the outage probability becomes larger with increasing $R$. Then, we set $\varepsilon = -6$ dB and $P = 1$ mW in Fig. 5. From the results, we can notice that the outage probability of D2D links becomes lower when...
TABLE I

MINIMUM NUMBER OF D2D HOPS WITH VARYING DISTANCE R

<table>
<thead>
<tr>
<th>Distance R (m)</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uplink: Number of D2D Hops in SPR Algorithm</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Downlink: Number of D2D Hops in SPR Algorithm</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Uplink: Number of D2D Hops in [35]</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>15</td>
<td>17</td>
<td>20</td>
<td>22</td>
<td>25</td>
</tr>
<tr>
<td>Downlink: Number of D2D Hops in [35]</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>14</td>
<td>17</td>
<td>19</td>
<td>22</td>
<td>24</td>
<td>27</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of the expected outage probability with different number of available devices \( N \) for the uplink and downlink. \( P_{\text{sum}} = 10 \text{ mW}, \lambda_D = 0.001, \epsilon = -6 \text{ dB}, P = 1 \text{ mW}, \sigma^2 = -110 \text{ dBm} \) and \( \phi = 0.98 \).

Fig. 6. Comparison of the expected outage probability with different transmit power of each device for the uplink and downlink. \( P_{\text{sum}} = 10 \text{ mW}, \lambda_D = 0.001, \epsilon = -6 \text{ dB}, \sigma^2 = -110 \text{ dBm}, \phi = 0.98 \) and \( N = 100 \).

Fig. 7. Sum rate comparison of the optimal transceiver design for the uplink transmission with different antennas equipped at the UAV, when the SNR is varying. 6 ground devices are considered, \( P = 2 \text{ mW} \).

there exist more available D2D nodes that can provide service. This is because the multi-hop D2D link becomes more reliable when the relays can be selected from more available devices. Furthermore, we set \( \epsilon = -6 \text{ dB} \) and \( N = 100 \) in Fig. 6. From the results, we can observe that the outage probability of D2D links becomes lower for the downlink when the transmit power of each D2D node becomes higher, due to the fact that higher transmit power will also result in higher received SINR. On the other hand, for the uplink, the outage probability of D2D links remains unchanged when the transmit power of each D2D node is varying. This is because the interference only comes from the other D2D transmission in the same cluster for the uplink according to (27), whose power will also become larger with larger transmit power of each D2D node. Furthermore, for all the results in Figs. 4-6, the outage probability for the downlink is larger than that for the uplink, due to the fact that the interference from UAV is considered in the downlink, but not in the uplink.

C. Optimal Transceiver Design Schemes of UAV

First, the uplink transmission between the mobile devices and the UAV is analyzed in Fig. 7, in which the sum rate of the proposed optimal transceiver design is compared with different SNR and different number of antennas at the UAV. In the simulation, 6 ground mobile devices are considered, and we set the transmit power of each device \( P = 2 \text{ mW} \). From the results, we can see that the proposed scheme can achieve much better performance than that when the decoding vectors are randomly generated. In addition, the reliable performance can be guaranteed only when \( M \geq 6 \), in which most of the interference can be eliminated. Furthermore, the sum rate will increase when more antennas are equipped at the UAV.

For the downlink, the sum rate of the optimal transceiver design is shown with different value of background noise \( \sigma^2 \) in Fig. 8, respectively. In the simulation, 6 ground devices are considered and \( P_{\text{sum}} = 10 \text{ mW} \). From the results, we can observe that the sum rate will increase with lower power of the background noise. In addition, we can also notice that the sum rate will increase with more antennas equipped at
the UAV when the optimal transceiver design is performed. Furthermore, when the zero-forcing method is performed with 6 antennas, its performance is a little lower than that of the optimal transceiver design.

**D. Overall Outage Probability of the Whole System**

In this subsection, the overall outage probability of the whole system is analyzed, i.e., the combination of UAV downlink and multi-hop D2D link. The results of the uplink is similar to that of the downlink, which will not be presented. The overall downlink outage probability is compared in Fig. 9 with different distance from the source D2D node to the destination and different precoding methods, when the transmit power of each device \( P \) is varying. In the simulation, we set \( \sigma^2 = -110 \text{ dBm}, \varepsilon = -6 \text{ dB} \), \( N = 100 \), \( M=6 \) and \( P_{\text{sum}} = 10 \text{ mW} \). From the results, we can know that the overall outage probability can be significantly reduced through the SPR algorithm to establish the multi-hop D2D links and the proposed optimal transceiver design scheme. In addition, we can also notice that the outage probability can be reduced with higher transmit power of each device or shorter distance between the source D2D node and the destination \( R \).

**VII. CONCLUDING REMARKS**

In this paper, the multi-hop D2D and UAV BSs have been combined to perform emergency transmission for IoT in disasters. For the multi-hop D2D transmission, the SPR algorithm was designed to construct multi-hop D2D links with the minimum number of hops to enhance the wireless coverage of UAV effectively, which can save energy for the limited batteries of ground devices in disasters. In addition, the outage probability of the multi-hop D2D links for the uplink and downlink was also analyzed. Furthermore, two optimal transceiver design schemes were proposed for the uplink from the ground devices to the UAV and the downlink from the UAV to the devices, respectively, to improve the performance of UAV transmission effectively. To make these two problems for the UAV uplink and downlink much easier to solve, corresponding algorithms with low computational complexity were also proposed. Simulation results were presented to show the effectiveness of our proposed schemes.
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